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A key feature of epitaxial semiconductor crystal growth is the possibility of realizing different sur-
face morphological features when growing one material on another. This is driven by many factors,
of which the relative lattice mismatch between the materials and the nature of the resultant strain
is particularly crucial. Under appropriate conditions, elastic strain relaxation can lead to sponta-
neous generation of coherent three-dimensional (3D) islands with relatively small size dispersion.
These self-assembled islands can be embedded within a material of larger bandgap resulting in 3D
quantum confinement of electrons within the island and the formation of quantum dots (QDs). In
this chapter we review the strain-driven selfassembly process during semiconductor epitaxy, looking
at thermodynamic and kinetic factors that influence the growth as well as specific features of QDs
in various materials systems. We highlight the very fundamental correlations between structure and
functionality, discuss various characterization techniques, and examine the salient features of the
electronic and optical properties of QDs which make them useful for various device applications. We
provide a summary of the state of the art in technological applications where the use of QD-based
devices has led to improved performance and functionality. Specifically QD-based lasers, superlu-
minescent diodes, infrared photodetectors, memories and single photon sources are discussed, with
a focus on materials and growth issues.
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I. INTRODUCTION

New areas of research in crystal growth have opened up
since the 1980s, spurred by a few key developments. Re-
markable improvements in epitaxial growth techniques
allowed films to be deposited with monolayer control,
and developments in scanning probe microscopy enabled
characterization of surfaces with atomic-scale resolution.
In parallel, the use of quantum-confined structures to
improve the performance of optoelectronic devices was
demonstrated, especially in quantum-well lasers, and it
was predicted that further improvements could be ob-
tained by the use of three-dimensional confinement in
nanosized quantum-dot (QD) structures. As device di-
mensions became smaller, it was realized that going be-
yond the limitations of traditional microfabrication tech-
niques would require fundamentally new ideas. Electron-
beam lithography patterning allows top-down fabrication
of structures, with sizes in the range of tens of nanome-
ters. However, this technique is time intensive, expen-
sive, and often results in damage to crystallinitynone of
which are conducive to device applications. The alterna-
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tive is to use concepts of self-assembly a situation where
structures with desirable sizes, shapes, and properties
form on their own. Components of the system spon-
taneously aggregate themselves into stable structures.
In the context of semiconductor epitaxy, the term self-
assembly has come to specifically mean a pathway for
elastic strain relaxation that leads to spontaneous gener-
ation of nanometer-sized three-dimensional (3D) islands
in a bottom-up manner.[? ]

Goldstein et al. were the first to notice the nucleation
of 3D islands during the semiconductor epitaxy of ultra-
thin InAs/GaAs superlattices [1]. Although this was con-
sidered undesirable in the beginning, it was soon realized
in three simultaneously published pioneering reports [2–
4] that the 3D islands are largely dislocation-free; thus,
they could be potentially important for optoelectronic
device applications. Quantum confinement due to the
boundary conditions imposed by the nanoscale structure
profoundly affects the electronic and optical properties
of these islands. Self-assembled quantum dots have thus
provided a remarkable system to explore light-matter in-
teractions at the nanoscale. The extra degree of freedom
that can be controlled by the choice of materials and
growth recipes has made a crucial difference in enabling
new device applications. Intensive research by several
groups over the past three decades to achieve uniform,
high-density, and defect-free QDs has resulted in, for ex-
ample, lasers with ultra-low threshold current density,
new concepts for infrared detectors based on intersub-
band transitions, and single QD devices for quantum in-
formation processing, cryptography, and possibly quan-
tum computation.

Self-assembled QDs synthesized using controlled
growth techniques, such as molecular beam epi-
taxy (MBE) and metalorganic vapor-phase epitaxy
(MOVPE), have been the subject of a significant amount
of research in semiconductor physics and optoelectronic
devices, leading to thousands of papers in the field. From
understanding the basic nature of the self-assembly pro-
cess to the use of QDs in advanced device structures,
many different aspects of the subject have been reviewed
in various books [5–15] and scholarly review articles
[16–27] over the years. In this chapter, we provide an
overview of the strain-driven self-assembly process, dis-
cuss the characteristics of QDs in various materials sys-
tems, examine the salient features of the electronic struc-
ture and optical transitions in QDs, then present a sum-
mary of different devices based on ensembles and single
QDs.

II. SELF-ASSEMBLED QUANTUM DOTS

With growth rates that can be made as small as 0.01
monolayers per second (ML/s) [28], MBE and MOVPE
allow thin-film deposition with submonolayer control.
The thickness, surface reconstruction, and themorphol-
ogy of a growing filmwithin the reactor can be monitored

in real-time using reflection high-energy electron diffrac-
tion (RHEED) in MBE and reflection-anisotropy spec-
troscopy (RAS) in MOVPE. Furthermore, post-growth
in-situ or ex-situ microscopy, such as scanning tunneling
microscopy (STM) and atomic force microscopy (AFM),
provide atomic-scale information of the surface. While
this level of control has offered unprecedented techno-
logical opportunities, understanding and controlling the
thin-film morphology still presents a formidable chal-
lenge. Unlike a thick liquid film on a solid surface,
where equilibrium configurations can be easier reached
through large-scale mass transport across the substrate,
the growth and the form of the nanoscale solid surface
is limited by diffusion of individual atoms. The diffu-
sion constant can be highly anisotropic and site-specific
[29]. The morphology of the growing film depends on
the details of the substrate surface (its roughness, recon-
struction and orientation, the nature of atomic steps),
whether the substrate is planar or vicinal, the ambient
growth pressure, the growth temperature, the flux of the
impinging adatoms, growth interruptions, strain, alloy-
ing, and segregation. In MOVPE, the efficiency with
which the undesirable metal-organic groups can be re-
moved from the surface may be an important factor.
Equilibrium configurations themselves are hard to pre-
dict because a small change in, for example, the partial
pressure within the reactor can change the surface re-
construction or the diffusion bias [30], and consequently
the growth mechanism. It has thus been a challenge to
develop a widely applicable understanding of the self-
assembled growth process in general terms and also to
describe the specific role of each control variable beyond
a set of empirical recipes. Here, we will mostly focus
on a very general picture of heteroepitaxial growth of
self-assembled semiconductor QDs, leaving out many of
the important materials-specific details that one needs to
worry about in practice.

A. The Stranski-Krastanov Transition

The simplest zeroth-order understanding of the thin-
film growth process is obtained in analogy with the the-
ory of liquids wetting a substrate. The competition of
cohesion and adhesion forces within the film and between
the film and the substrate atoms determines the contact
angle and whether the film will wet the substrate. Based
on the pioneering early studies of epitaxial growth by
Frank and Van der Merwe [31], Volmer and Weber [32],
and Stranski and Krastanov [33], Ernst Bauer in 1958
systematized the growth of epitaxial films into three cat-
egories [34]. Using the Gibbs surface energy per unit
area , one can write the thermodynamic energy balance
equation in terms of the surface energies Bg, Ag, and
AB between substrate-gas, overlayer-gas, and substrate-
overlayer, respectively [35]:

γBg = γAg cosψ − γAB + CkBT ln ξ (1)
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where ψ is the contact angle. ξ = p/p∗ is the degree of su-
persaturation given by the ratio of the reactor pressure p
and the equilibrium vapor pressure of the depositing ma-
terial, p∗. ξ is another thermodynamic variable that de-
scribes the driving force for the phase transition. For the
condition that the contact angle ψ > 0 the left-hand side
of Eqn 1 is less than the right-hand side. In this case the
adatom-adatom interaction is larger than the substrate-
adatom interaction. In this nonwetting condition, the
adatoms tend to cluster together to minimize their en-
ergy, directly nucleating three-dimensional islands. This
occurs when one is trying to grow dissimilar materials
and when the lattice mismatch is large. This growth
route is called the Volmer-Weber growth mode [35]. At
the other end is the epitaxy of very similar substances,
as in the case of AlGaAs on GaAs, where the magnitude
of strain is less than 1.5% and the growth proceeds in
a layer-by-layer manner, called the Frank-van deMerwe
mode. The wetting angle is zero and the left-hand side of
Eqn (26.1) is greater or equal to the right-hand side. The
adatom layer completely wets the substrate and forms a
continuous film, which may be mildly strained to keep
to the lattice constant of the substrate. The growth in
this case can proceed up to a certain critical thickness,
beyond which it is energetically favorable for the film to
relax the built-up strain and form misfit dislocations by
partially detaching itself from the substrate. The critical
thickness can be calculated by the Matthews-Blakeslee
theory [36,37]. In practice, it turns out that the con-
straints put on by this theory are much too stringent;
one can sometimes grow films of almost an order of mag-
nitude larger critical thickness before misfit dislocations
appear. For materials of a similar crystal structure (and
same coordination number), the Volmer-Weber growth
mode typically occurs for a lattice mistmatch of larger
than approximately 7Frank-van de Merwe growth mode
is observed up to around 2Although this coarse-grained
energy minimization argument tells us what is thermo-
dynamically possible, the actual mechanism of even the
layer-by-layer growth is far from simple. One may visual-
ize the layer-by-layer growth simply happening by coales-
cence of randomly located two-dimensional (2D) clusters
of the deposited adatoms into a continuous film, but this
is a very special case. In general, the growth of the initial
monolayer of the deposited adatoms requires, as always
for any crystal growth, formation of stable clusters of a
critical size, arising from free energy minimization at the
atomic scale. Step edges are typically the preferred nucle-
ation sites. It is usually easiest for the adatoms to diffuse
on planar surfaces on a given step. Going up and down
the steps has an energy barrier, with the barrier for mov-
ing a step up larger than the Ehrlich- Schwoebel barrier
associated with diffusion down a step [38]. This implies
that the growth occurs via the propagation of steps fronts
by the deposited adatoms diffusing and attaching to the
nearest step edge. This mode of growth is subject to
various instabilities, leading to features that are mostly
considered undesirable. The result can be step- bunch-

ing, step-meandering (Bales-Zangwill instability) on vic-
inal surfaces [39], faceting, and the formation of mounds
via the Asaro-Tiller-Grinfeld (ATG) instability in het-
eroepitaxy [16]. As a result of the ATG instability, the
strained thin film is unstable to fluctuations on wave-
length ATG, which is proportional to the inverse square
of the stress f , λATG ∼ f−1 [40]. The ATG instabil-
ity can also yield three-dimensional clusters that are dis-
tinct from the self-assembled QDs discussed later. Strain
relaxation up to the first monolayer can be also accom-
plished by surface reconstruction [16]. A third interesting
possibility in context of Eqn (26.1) can occur during the
growth of a compressively strained film with a lattice mis-
match that is neither too much nor too little, between 2%
and 7%. In this Stranski-Krastanov (SK) growth mode,
the adatoms first completely wet the substrate, forming
a strained continuous film that is a few monolayers thick.
Beyond a critical thickness of this two-dimensional wet-
ting layer, which is weakly dependent on the growth con-
ditions, it turns out to be energetically favorable for the
films surface to spontaneously transform into coherently-
strained clusters on top of a thin wetting layer (WL).
These self-generated three-dimensional (mostly) defect-
free structures are the self-assembled quantum dots that
we will focus on in this review. Examples of the systems
showing the Stranski-Krastanov transition are InAs or
In1−xGaxAs on GaAs, InAs on InP, and Ge on Si [16].

A simulation [15] of this process of strain-driven change in surface morphology with

increasing deposition thickness is shown in Figure 26.1. The availability of RHEED in the

MBE environment provides a convenient way to monitor the evolution of the 2D to 3D

transition in-situ. A comparison of the RHEED intensity, STM surface reconstruction,

and AFM surface morphology at various stages for a typical case for the growth of InAs

on GaAs is shown in Figure 26.2.

The initial wetting layer thickness WL*, on which the QD nucleation first starts, is also

determined by kinetic parameters [41,42]:

WL�fðR=DÞg

whereg is between0and0.5,R is thedeposition rate inML/s, andD is thediffusionconstant,

having an exponentially activated behavior with temperature due to the Arrhenius form of

the atomic jump rate. The dependence of the WL* on the alloy fraction, temperature, and

growth flux in InGa1�xAsx/GaAs QDs has also been systematically studied by Heyn [43].

The SK transition involving the nucleation of three-dimensional structures on the

wetting layer is believed to be a first-order thermodynamic phase transition, with the

island density r playing the role of the order parameter. During the initial stages of

growth, the island density rapidly increases and saturates with increasing coverage [28],

as shown in Figure 26.3:

r ¼ r0ðq� qcÞa (26.2)

FIGURE 26.1 Various stages of Stranski-Krastanov growth during strained-layer epitaxy captured in a simplified
simulation. From bottom to top, the film morphology with increasing coverage is shown. The initial layer-by-layer
growth is followed by the spontaneous appearance of the three-dimensional clusters at a critical wetting layer
thickness, WL*¼ 2.3 ML. The larger islands break up and the smaller ones grow into well-defined three-dimen-
sional clusters, with an eventual wetting layer thickness of about 1 ML. The color codes the strain: darker the par-
ticle, the larger the interatomic distance. Redrawn from original data provided courtesy M. Biehl, originally
published in Chapter 4 of Ref. [15].
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FIG. 1. Various stages of Stranski-Krastanov growth dur-
ing strained-layer epitaxy captured in a simplified simulation.
From bottom to top, the film morphology with increasing cov-
erage is shown. The initial layer-by-layer growth is followed
by the spontaneous appearance of the three-dimensional clus-
ters at a critical wetting layer thickness, WL∗ = 2.3ML. The
larger islands break up and the smaller ones grow into well-
defined three-dimensional clusters, with an eventual wetting
layer thickness of about 1 ML. The color codes the strain:
darker the particle, the larger the interatomic distance. Re-
drawn from original data provided courtesy M. Biehl, origi-
nally published in Chapter 4 of Ref. [15].

The Stranski-Krastanov transition can be somewhat
more precisely defined to proceed via four steps following
the description of Biehl et al. in Chapter 4 of Ref. [15]:

1. There is an initial two-dimensional layer-by-layer
growth of the deposited adatoms, such that the film
is pseudomorphically strained to fit the substrate
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lattice constant.

2. This is followed by the sudden appearance of three-
dimensional islands at a certain thickness of the
wetting layer. This WL thickness is called the ki-
netic thick- ness (WL∗) and is in general larger
than the thermodynamic thickness (WLeq).

3. As more adatoms are deposited, the three-
dimensional islands grow further. Material from
the wetting layer is also incorporated into the QDs.

4. Finally, well-formed three-dimensional islands are
formed on top of the wetting layer, whose final
thickness, WLeq, is less than the kinetic thickness
WL∗.

A simulation [15] of this process of strain-driven change
in surface morphology with increasing deposition thick-
ness is shown in Figure 1. The availability of RHEED
in the MBE environment provides a convenient way to
monitor the evolution of the 2D to 3D transition in-situ.
A comparison of the RHEED intensity, STM surface re-
construction, and AFM surface morphology at various
stages for a typical case for the growth of InAs on GaAs
is shown in Figure 2. The initial wetting layer thickness
WL∗, on which the QD nucleation first starts, is also
determined by kinetic parameters [41,42]:

WL∗ ∝ [R/D]γ

where γ is between 0 and 0.5, R is the deposition rate
in ML/s, and D is the diffusion constant, having an ex-
ponentially activated behavior with temperature due to
the Arrhenius form of the atomic jump rate. The de-
pendence of the WL∗ on the alloy fraction, temperature,
and growth flux in InGa1−xAsx/GaAs QDs has also been
systematically studied by Heyn [43]. The SK transition
involving the nucleation of three-dimensional structures
on the wetting layer is believed to be a first-order thermo-
dynamic phase transition, with the island density playing
the role of the order parameter. During the initial stages
of growth, the island density rapidly increases and sat-
urates with increasing coverage [28], as shown in Figure
3:

ρ = ρ0(θ − θc)α (2)

The parameters ρ) and θc in Eqn 2 are not described by
the equilibrium theory and strongly depend on the fac-
tors that affect the growth kinetics, especially the growth
flux and the growth temperature. This is further dis-
cussed below. Apart from these kinetic factors, more
detailed work on the SK transition has revealed that al-
though the basic picture maybe grossly correct,the ac-
tual phase diagram [44] depicting the number of islands
with coverage is far more complex, with islands appear-
ing and disappearing before the stable islands form at
WL∗. Also, in the context of InAs/GaAs QDs, for exam-
ple, segregation of elemental indium to the surface of the
initially-flat wetting layer controls the critical point at

which the transition to island growth occurs (85% indium
on the growing surface) [16,45]. The QDs themselves
have varying indium concentration from the base to the
tip. Extending the theoretical work by Shchukin et al.
[46] to include the effect of the wetting layer, Daruka and
Barabasi [47] revealed further possible complexity in the
equilibrium growth phase diagram with strain. Depend-
ing on the strain in the growing film, they found, apart
from the usual Frank-van der Merwe and the Volmer-
Weber phases, not one but two SK phases. In one of
the phases, the wetting layer forms after island nucle-
ation. It must also be emphasized that compressive strain
within the 2–7% window is a necessary but not sufficient
condition for Stranski-Krastanov growth. For example,
even for InAs on GaAs, three-dimensional island nucle-
ation occurs only on the (100) GaAs surface under condi-
tions of stoichiometrically-excess arsenic. For growth on
(110) and (111)A GaAs substrates, layer-by-layer growth
is observed until dislocations relax the strain; on (111)B
GaAs, growth of InAs occurs via the Volmer-Weber route
of direct three- dimensional island nucleation [7,16].

FIGURE 26.2 Various stages in the growth of InAs/GaAs QDs monitored by RHEED intensity, STM surface
reconstructions, and AFM images. The 2D to 3D transition is clearly seen between the 1.4–1.6 ML deposition
stages. From Placidi et al. [27]. © IOP Publishing 2007. Reproduced with permission.

FIGURE 26.3 Density of self-assembled quantum dots with adatom coverage. Reproduced with permission from
Leonard et al. [28] © 1994 by the American Physical Society.
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FIG. 2. Various stages in the growth of InAs/GaAs QDs
monitored by RHEED intensity, STM surface reconstructions,
and AFM images. The 2D to 3D transition is clearly seen
between the 1.4–1.6 ML deposition stages. From Placidi et al.
[27]. c©IOP Publishing 2007. Reproduced with permission.

For the growth to be properly termed as self-
assembled, just the spontaneous eruption of defect-free
islands is obviously not enough. Self-assembly must also
imply at least some degree of regulation of the sizes and
the positions of the quantum dots. Although positional
order (self-organization) is generally not seen unless pref-
erential nucleation sites are created [8], the self-assembled
QDs grown via the SK route have a relatively narrow
size distribution. For example, in an early review on
InAs/GaAs QDs, optimal growth conditions were seen to
yield fluctuations of ±5% in diameter and ±4% in height
respectively, for a mean size of 30 nm and mean height of
18 nm [48].It is generally agreed that this size regulation,
at least in close to equilibrium growth, is strain-induced.



5
FIGURE 26.2 Various stages in the growth of InAs/GaAs QDs monitored by RHEED intensity, STM surface
reconstructions, and AFM images. The 2D to 3D transition is clearly seen between the 1.4–1.6 ML deposition
stages. From Placidi et al. [27]. © IOP Publishing 2007. Reproduced with permission.

FIGURE 26.3 Density of self-assembled quantum dots with adatom coverage. Reproduced with permission from
Leonard et al. [28] © 1994 by the American Physical Society.
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FIG. 3. Density of self-assembled quantum dots with adatom
coverage. Reproduced with permission from Leonard et al.
[28] c©1994 by the American Physical Society.

A lower strain is accompanied by a larger size dispersion.
For example, compared to GaSb/GaAs [49]or InAs/InP
[50] systems, the observed size dispersion is much nar-
rower for InAs/GaAs QDs.

The equilibrium crystal shape is determined by Wulff
construction based on the condition of minimization of
surface energy. For unstrained crystals, the cluster shape
is expected to be independent of size, and one may expect
the sizes of islands to constantly grow at the cost of other
islands (Oswald ripening) [35]. Hence, the relationship
expressed in Eqn 2—which indicates that, with increas-
ing deposition, it is the number and not so much the
size that initially grows with coverageis somewhat sur-
prising and indicates the role of stable 2D precursors. It
has been proposed that the repulsive interaction between
these induces a spontaneous transformation into 3D is-
lands, which keep the same distribution [51]. The idea
that size regulation and positional ordering may occur
due the elastic interaction between islands due to their
strain fields during coarsening has also been proposed
[52]. Although these factors may be responsible for size
regulation during early- and middle-stage growth well be-
low the saturation density, at higher densities, it could
simply be the energy barrier for the formation of disloca-
tions that limits the maximum size of islands. Unlike for
unstrained clusters, the elastic energy for strained clus-
ters obviously scales with the cluster size [53]. The strain
can make the equilibrium cluster shapes size-dependent
[54]. Facets can self-limit island growth kinetics, which
can also narrow the size distribution [55]. Wang et al.
suggested that size regulation could result due to con-
strained equilibrium conditions, in which the island size
is determined by the coverage and density, with a strong
role for the wetting layer [56].

Despite various speculations, the actual mechanisms
for this size regulation are still not completely under-
stood. As we will see below, the kinetics may actually be
more important in determining the ensemble character-
istics.

B. Kinetics of Growth

MBE and MOVPE are essentially nonequilibrium
growth techniques. The resulting structures are often
metastable, sometimes quite far from equilibrium. The
success in producing mismatched GaAsN alloys well into
the miscibility gap [57] and the growth of defect-free SiGe
[58] well beyond the critical thickness are examples where
this nonequilibrium nature has found important applica-
tions. For the growth of QDs, an equilibrium configu-
ration would imply that no change is observed during a
growth interruption and the evolution of growing clusters
can be reversed. This has been possible to observe only
under very special circumstances [59].

between islands, is thus influenced by the interplay between deposition rate and

diffusion rate [60,61]. A larger adatom deposition flux leads to a larger density of QDs;

increasing the temperature decreases their density as diffusion becomes more efficient.

A higher temperature will also decrease the island density due to the ease of the adatom

detachment from sites of local energy minima. Parenthetically, we mention that there

have also been reports of liquid-phase epitaxy of SiGe QDs, where the thermodynamic

driving force for growth is likely to be at least an order of magnitude smaller and closer to

equilibrium [62].

Based on these kinetic arguments, the saturation island density r0 in Eqn (25.2) is

expected to be [63,64]:

r0fRi=ðiþ2:5Þexp

�
Ea

kBT

�

where i is the size of the critical nucleus, R is the deposition rate, Ea is the activation

energy for diffusion, Ea¼ (Ei� iEd)/(i þ 2.5), and Ed is the diffusion energy. From a study

of InAs QDs the dependence of the saturation island density as a function of growth rate

at fixed temperature and as a function of temperature at fixed growth rate are shown in

Figure 26.4(a) and (b) respectively [64]. It is expected that for the other growth variables

kept fixed, the island density should only depend on the ratio of the deposition flux and

the diffusion rate (growth temperature); an increase in one can be compensated by a

decrease in the other [60,65].

Variation of the density with temperature and growth flux is a near-universal feature

observed for all systems. This simple argument, inspired by the 2Dmonolayer deposition

models [66], can also be reproduced within self-consistent rate equations for average

behavior, assuming atomic desorption, diffusion, attachment, and detachment

FIGURE 26.4 Dependence of the saturation island density as (a) function of growth rate at fixed temperature
(500 �C), and (b) function of temperature at fixed growth rate (0.13 ML/s). Reproduced with permission from
Krzyzewski et al. [64] © 2002 by the American Physical Society.
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FIG. 4. Dependence of the saturation island density as (a)
function of growth rate at fixed temperature (500 oC), and (b)
function of temperature at fixed growth rate (0.13 ML/s). Re-
produced with permission from Krzyzewski et al. [64] c©2002
by the American Physical Society.

For the specific case of InAs on GaAs, it has been pos-
sible to grow QDs with densities varying between 108 to
almost 1011 cmm−2 for a similar amount of deposited ma-
terial. The simplistic thermodynamic arguments given
earlier tell us nothing about the parameters ρ0 and θc
in Eqn 2. This is because of the importance of trans-
port processes in the formation of the QD ensemble.
Under MBE growth conditions of ultralow reactor pres-
sure and Knudsen cell temperatures much larger than
the substrate temperature (between 450 and 550o C for
InAs/GaAs QDs), the degree of supersaturation in Eqn 1
is large. This leads to a very large driving force for crystal
growth, with the chemical potential kBT ln ξ of the or-
der of an electron volt, comparable to the binding energy
per atom on the surface. This makes the desorption of
an atom extremely unlikely. Once on the substrate sur-
face, the adsorbate atoms can then only diffuse locally on
the surface until they find a suitable low-energy site or
until they get covered (bound) by other impinging atoms
[39]. The observed density, which depends on the average
distance between islands, is thus influenced by the inter-
play between deposition rate and diffusion rate [60,61].
A larger adatom deposition flux leads to a larger density
of QDs; increasing the temperature decreases their den-
sity as diffusion becomes more efficient. A higher tem-
perature will also decrease the island density due to the
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ease of the adatom detachment from sites of local energy
minima. Parenthetically, we mention that there have also
been reports of liquid-phase epitaxy of SiGe QDs, where
the thermodynamic driving force for growth is likely to
be at least an order of magnitude smaller and closer to
equilibrium [62].

Based on these kinetic arguments, the saturation island
density ρ0 in Eqn 2 is expected to be [63,64]:

ρ0 ∝ R(i/i+2.5) exp

(
Ea
kBT

)
where i is the size of the critical nucleus, R is the de-
position rate, Ea is the activation energy for diffusion,
Ea = (Ei − iEd)/(i + 2.5), and Ed is the diffusion en-
ergy. From a study of InAs QDs the dependence of the
saturation island density as a function of growth rate at
fixed temperature and as a function of temperature at
fixed growth rate are shown in Figure 26.4(a) and (b)
respectively [64]. It is expected that for the other growth
variables kept fixed, the island density should only de-
pend on the ratio of the deposition flux and the diffusion
rate (growth temperature); an increase in one can be
compensated by a decrease in the other [60,65].

Variation of the density with temperature and growth
flux is a near-universal feature observed for all systems.
This simple argument, inspired by the 2Dmonolayer de-
position models [66], can also be reproduced within self-
consistent rate equations for average behavior, assum-
ing atomic desorption, diffusion, attachment, and detach-
ment processes [61]. Interestingly, there have also been
attempts to understand the QD size dispersion along sim-
ilar lines. Based on theoretical models for submonolayer
thin-film deposition that are supported by Monte Carlo
simulations [67–69], a scaling hypothesis has been pro-
posed, in which the (monolayer) island size distribution
is just a function of the average size 〈s〉:

Ni

(
s

〈s〉

)
=

Θ

〈s〉2
fi

(
s

〈s〉

)
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has an analytical form that depends only on the size i of the critically

stable cluster [70]. Quite surprisingly, this scaling was found to be valid not only for InAs/

GaAs monolayer heteroepitaxy (despite the film being strained, which is not accounted

for at all) [71], but also for InAs/GaAs QDs [72] at all stages of growth. However, other

experiments [64] showed that it is only the later stage of growth that can be described by

the universal scaling function with the critical island size, i¼ 1, giving strong evidence

that later-stage growth is indeed limited by kinetics. The distribution of QD volumes

collapses onto a universal curve, when plotted in units of average volume. A similar

analysis has also been applied to InN/GaN [73] and InAs/InP [60] QDs. This remarkable

scaling behavior in island size/height for three different materials combinations—InAs/

GaAs, InN/GaN, and InAs/InP—is shown in Figure 26.5. Close to qc, on the other hand,

such analysis does not always work, indicating that strain plays an important role during

the initial stages of growth.

Within this general framework of scaling ideas of theoretical surface physics, the

statistics of spatial correlations [74] and the distribution of capture zones and excluded

areas have also been studied [75] in terms of simple universal ideas with some success.

The applicability of these simple ideas suggests that many of the intractably messy

details of the real growth process may be not as important as they might initially seem,

FIGURE 26.5 Island size scaling in three quantum dot systems. (a) InAs/GaAs. (From Ebiko et al. [72].) (b) InN/GaN.
(From Cao et al. [73].) (c) InAs/InP, where it is seen that not just the QD volumes but even the heights roughly
collapse to a unique probability distribution, if plotted in units of average height. (From Bansal et al. [60].)
Reproduced with permission.
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FIG. 5. Island size scaling in three quantum dot systems. (a)
InAs/GaAs. (From Ebiko et al. [72].) (b) InN/GaN. (From
Cao et al. [73].) Reproduced with permission. (c) InAs/InP,
where it is seen that not just the QD volumes but even the
heights roughly collapse to a unique probability distribution,
if plotted in units of average height. (From Bansal et al. [60].)

given by a universal scaling function fi
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, which is

independent of coverage, temperature, and aggregation.

The function fi

(
s
〈s〉

)
has an analytical form that de-

pends only on the size i of the critically stable cluster
[70]. Quite surprisingly, this scaling was found to be valid
not only for InAs/GaAs monolayer heteroepitaxy (de-
spite the film being strained, which is not accounted for
at all) [71], but also for InAs/GaAs QDs [72] at all stages
of growth. However, other experiments [64] showed that
it is only the later stage of growth that can be described
by the universal scaling function with the critical island
size, i = 1, giving strong evidence that later-stage growth
is indeed limited by kinetics. The distribution of QD
volumes collapses onto a universal curve, when plotted
in units of average volume. A similar analysis has also
been applied to InN/GaN [73] and InAs/InP [60] QDs.
This remarkable scaling behavior in island size/height
for three different materials combinations—InAs/GaAs,
InN/GaN, and InAs/InP—is shown in Figure 5. Close
to θc, on the other hand, such analysis does not always
work, indicating that strain plays an important role dur-
ing the initial stages of growth.

review of the strategies for lateral alignment of QDs at short range using appropriate

growth conditions and special substrate surfaces, as well as absolute position control

over a long range using lithographic techniques.

One standard technique to achieve some degree of lateral control of island locations

is via growth on step-bunched vicinal surfaces, where, under appropriate conditions, QD

nucleation can be restricted to the step edge only. A periodic arrangement is hence

obtained in the direction across the bunched steps, with the separation between islands

determined primarily by the substrate miscut [86–88]. There is, however, no ordering in

the direction along the step edge and, under high coverage conditions, the islands can

merge together to form quantum wires.

FIGURE 26.6 Cross-sectional TEM images of seven-layer stacks of InAs/GaAs QDs grown with (S1) and without (S2)
using the indium-flush technique. The vertical ordering of QDs is evident. For the sample S1, the dots in the
multiple layers of the stack are nearly of the same size. The arrow in the high-magnification inset of sample S1
indicates the position of the indium-flush plane. Reproduced with permission from Wasilewski et al. [79] © 1999
Elsevier.
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FIG. 6. FIGURE 26.6 Cross-sectional TEM images of seven-
layer stacks of InAs/GaAs QDs grown with (S1) and without
(S2) using the indium-flush technique. The vertical ordering
of QDs is evident. For the sample S1, the dots in the multiple
layers of the stack are nearly of the same size. The arrow in
the high-magnification inset of sample S1 indicates the posi-
tion of the indium-flush plane. Reproduced with permission
from Wasilewski et al. [79] c©1999 Elsevier.

Within this general framework of scaling ideas of the-
oretical surface physics, the statistics of spatial correla-
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tions [74] and the distribution of capture zones and ex-
cluded areas have also been studied [75] in terms of simple
universal ideas with some success. The applicability of
these simple ideas suggests that many of the intractably
messy details of the real growth process may be not as
important as they might initially seem, especially a lit-
tle after the SK transition, where the growth is almost
exclusively controlled by the kinetics of diffusion.

C. Correlations in Lateral and Vertical Island
Positions

On a semi-infinite, flat, and isotropic surface, the posi-
tion of the individual self-assembled islands that form is
random. The nucleation sites for islands are influenced
by the morphology of the surface (e.g., steps, reconstruc-
tion), inhomogeneous surface stress originating from sub-
surface features and the presence of neighboring islands.
Hence, strong spatial correlations are typically seen when
growing multiple layers of islands, where islands in a par-
ticular layer tend to nucleate directly above buried is-
lands [76–78]. Further, due to the effect of the surface
strain fields, the critical thickness for the onset of the SK
transition in the second layer is smaller than that for the
first one in many material systems. Depending on the
strain anisotropy on the surface, an oblique alignment of
the islands in multilayers has also been reported in a few
material systems [16].

This tendency for the alignment of island locations
in subsequent layers has been exploited to form verti-
cal columns of QDs. Furthermore, the growth processes
can be developed to filter out smaller dots and achieve
an improved overall size uniformity. For example, the
uniformity of InAs QDs in multiple layers can be greatly
enhanced by the use of the indium-flush technique [79,80].
The growth of the GaAs cap layer is done in two stages.
Initially, a very thin layer of GaAs is grown to partially
cap the dots, following which the growth is interrupted
and the substrate temperature is raised to allow the in-
dium from the taller, uncovered features to desorb away,
before growing the rest of the spacer layer. This limits
the QDs in a layer to be less than a certain height and
improves uniformity of multilayers. Figure 26.6 from Ref.
[79] shows cross-sectional TEM images of multilayer QDs,
in which the vertical stacking of dots and the improve-
ment in size uniformity using the indium-flush techniques
is evident. The redistribution of large InAs islands via in-
terruption of the growth of the cap layer has been exten-
sively studied in real-time [81,82] using in-situ reflectance
anisotropy spectroscopy and ellipsometry, which provide
useful diagnostics for optimization of the growth process.

Various simple models have been proposed to quantify
the degree of the vertical correlation of island positions.
A vertical pairing probability of islands that depends on
the spacer thickness [76,83] is commonly used. The elas-
tic energy release rate, defined as the change in the elas-
tic energy of the system caused by transport of a unit

volume from the wetting layer to the volume of growing
island, has also been used to analyze the nucleation and
correlations in positions of islands [84,85].

While the vertical correlation of islands is relatively
straightforward, achieving a well-defined lateral correla-
tion using purely self-ordering mechanisms during the
growth process is more challenging. For most applica-
tions where a QD has to be accurately located within a
device structure or microcavity, prepatterning of the sur-
face is necessary to define the nucleation centers of the
islands. Ref. [8] provides a very detailed review of the
strategies for lateral alignment of QDs at short range us-
ing appropriate growth conditions and special substrate
surfaces, as well as absolute position control over a long
range using lithographic techniques.

One standard technique to achieve some degree of lat-
eral control of island locations is via growth on step-
bunched vicinal surfaces, where, under appropriate con-
ditions, QD nucleation can be restricted to the step edge
only. A periodic arrangement is hence obtained in the
direction across the bunched steps, with the separation
between islands determined primarily by the substrate
miscut [86–88]. There is, however, no ordering in the
direction along the step edge and, under high coverage
conditions, the islands can merge together to form quan-
tum wires.

III. MATERIAL SYSTEMS

The SK transition has been observed in a large number
of material systems, from the relatively simple metal-
on-metal growth [89] to the epitaxy of large organic
molecules on metal substrates [90,91]. This section fo-
cuses on inorganic semiconductor systems, which are ex-
tensively studied due to their technological relevance and
where a reasonable understanding in the growth process
has been achieved by the effort of a large number of
groups.

A. SiGe on Si

SiGe on Si was among the first [2,4] and the most
comprehensively studied [8,16,92-94] systems. Sustained
careful experiments by many groups and advances in ex-
perimental technology have allowed the growth process
as function of coverage to be studied in great detail.
Atomic-scale resolution of strain, alloying, and structure
have pushed the understanding and control of the self-
assembly process in the SiGe/Si system to a remarkable
level. Ge has a lattice mismatch of 4.2% with Si, and it
grows on a Si (001) surface in the SK mode with a criti-
cal coverage of 4 ML. The kinetic wetting layer thickness
can be an order of magnitude larger [95].

The interest in this system arose for the following rea-
sons: (1) Si (001) is the standard surface used for micro-
electronics fabrication; (2) it was realized from TEM im-
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ages that the QDs that emerged were coherently strained
(defect-free) [4]; and (3) it has been predicted (although
not quite realized so far) that the material could in fact
exhibit a direct band gap for small-sized crystallites [96],
which could lead to a technological revolution in opto-
electronics.

The growth of a Ge film on Si initially releases some
of its strain via surface reconstruction and dimerization,
with regularly missing dimers providing strain relief. On
further coverage, a dense array of interlocked 105-faceted
“hut clusters begin to grow.

26.3 Material Systems
The SK transition has been observed in a large number of material systems, from the

relatively simple metal-on-metal growth [89] to the epitaxy of large organic molecules on

metal substrates [90,91]. This section focuses on inorganic semiconductor systems,

which are extensively studied due to their technological relevance and where a

reasonable understanding in the growth process has been achieved by the effort of a

large number of groups.

26.3.1 SiGe on Si

SiGe on Si was among the first [2,4] and the most comprehensively studied [8,16,92–94]

systems. Sustained careful experiments by many groups and advances in experimental

technology have allowed the growth process as function of coverage to be studied in

great detail. Atomic-scale resolution of strain, alloying, and structure have pushed the

understanding and control of the self-assembly process in the SiGe/Si system to a

remarkable level. Ge has a lattice mismatch of 4.2% with Si, and it grows on a Si (001)

surface in the SK mode with a critical coverage of 4 ML. The kinetic wetting layer

thickness can be an order of magnitude larger [95].

The interest in this system arose for the following reasons: (1) Si (001) is the standard

surface used for microelectronics fabrication; (2) it was realized from TEM images that

the QDs that emerged were coherently strained (defect-free) [4]; and (3) it has been

predicted (although not quite realized so far) that the material could in fact exhibit a

direct band gap for small-sized crystallites [96], which could lead to a technological

revolution in optoelectronics.

The growth of a Ge film on Si initially releases some of its strain via surface recon-

struction and dimerization, with regularly missing dimers providing strain relief. On

further coverage, a dense array of interlocked {105}-faceted “hut clusters” begin to grow.

FIGURE 26.7 STM image of {105}-
faceted Ge QD on Si (001) along
with the schematic top and side
views. The height of the
nanocrystal is 2.8 nm and the base
dimensions are on the order of 20
and 40 nm. This beautiful STM
image of the hut cluster appeared
in the pioneering work by Mo
et al. [4], setting the standard for
future research in this system.
Redrawn from data provided
courtesy M.G. Lagally, Univ. of
Wisconsin-Madison and used with
permission.
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FIG. 7. STM image of
{
105}

}
-faceted Ge QD on Si (001)

along with the schematic top and side views. The height of
the nanocrystal is 2.8 nm and the base dimensions are on
the order of 20 and 40 nm. This beautiful STM image of
the hut cluster appeared in the pioneering work by Mo et al.
[4], setting the standard for future research in this system.
Redrawn from data provided courtesy M.G. Lagally, Univ. of
Wisconsin-Madison and used with permission.

As shown in Figure 7, these have a rectangular base
with edges in the 〈110〉 direction and four {105} facets,
two trapezoidal and two triangular. They have a signifi-
cant variation in size, with the basal area having aspect
ratios between 1 and 4 and a size anywhere between 20
and 60 nm. The shapes are thought to be kinetically lim-
ited. It is not clear whether the real origin of these is a
true SK transition or shallow mounds formed due to the
previously discussed ATG instability.

At higher coverages, as the quantum dots are required
to get bigger, structures with steeper facets and a (001)
flat-top become energetically favorable because they re-
duce the surface area. These are classified as domes. At
intermediate coverages, a bimodality in the QDs volume
distribution [97,98] is observed (Figure 8), leading to the
belief that these shapes represent two minimum energy
configurations. The transition between huts/pyramids
and domes has been proposed both as first-order transi-
tion [99] driven either by coarsening (enhancement of the
feature size with coverage) [39] or elastic repulsion, and
also as a kinetically-driven phenomenon with huts trans-
ferring matter to bigger domes lying nearby [100] through
anomalous coarsening [101]. Here, the idea is that the en-
ergy of the cluster is size dependent and that there is a

well-defined volume at which the dome energy becomes
lower than the hut energy without a phase transition.
This theory is sufficient to explain both the bimodality
as well as the narrow size distribution [101]. The char-
acteristic surface morphology as a function of coverage
and germanium composition for the calculated phase di-
agrams for GexSi1−x/Si quantum dots is depicted in Fig-
ure 9.

Finally, as the coverage is increased further, misfit
dislocations form. Under certain conditions, these dis-
locations themselves form an ordered network of cross-
hatched patterns that may be used as nucleation sites
for the growth of ordered QD arrays. Fairly regular lat-
erally ordered QDs in a checkerboard array have been
grown using the combination of surface instabilities and
dislocation networks [8].

As shown in Figure 26.7, these have a rectangular base with edges in the h110i direction
and four {105} facets, two trapezoidal and two triangular. They have a significant vari-

ation in size, with the basal area having aspect ratios between 1 and 4 and a size any-

where between 20 and 60 nm. The shapes are thought to be kinetically limited. It is not

clear whether the real origin of these is a true SK transition or shallow mounds formed

due to the previously discussed ATG instability.

At higher coverages, as the quantum dots are required to get bigger, structures with

steeper facets and a (001) flat-top become energetically favorable because they reduce

the surface area. These are classified as domes. At intermediate coverages, a bimodality

in the QDs volume distribution [97,98] is observed (Figure 26.8), leading to the belief that

these shapes represent two minimum energy configurations. The transition between

huts/pyramids and domes has been proposed both as first-order transition [99] driven

either by coarsening (enhancement of the feature size with coverage) [39] or elastic

repulsion, and also as a kinetically-driven phenomenon with huts transferring matter to

bigger domes lying nearby [100] through anomalous coarsening [101]. Here, the idea is

that the energy of the cluster is size dependent and that there is a well-defined volume at

which the dome energy becomes lower than the hut energy without a phase transition.

This theory is sufficient to explain both the bimodality as well as the narrow size dis-

tribution [101]. The characteristic surface morphology as a function of coverage and

germanium composition for the calculated phase diagrams for GexSi1�x/Si quantum

dots is depicted in Figure 26.9.

Finally, as the coverage is increased further, misfit dislocations form. Under certain

conditions, these dislocations themselves form an ordered network of cross-hatched

patterns that may be used as nucleation sites for the growth of ordered QD arrays.

FIGURE 26.8 STM topograph of strained Ge nanocrystals on Si (001), showing that two distinct shapes—pyramids
and domes—coexist at intermediate coverage, leading to a bimodal size distribution. The figure actually shows
the Laplacian of the local surface height to enhance the facets. From Medeiros-Ribeiro et al. [97] Reprinted with
permission from AAAS.
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FIG. 8. STM topograph of strained Ge nanocrystals on Si
(001), showing that two distinct shapes–pyramids and domes–
coexist at intermediate coverage, leading to a bimodal size
distribution. The figure actually shows the Laplacian of the
local surface height to enhance the facets. From Medeiros-
Ribeiro et al. [97] Reprinted with permission from AAAS.

Fairly regular laterally ordered QDs in a checkerboard array have been grown using the

combination of surface instabilities and dislocation networks [8].

This discussion has ignored the chemical effects of alloying and segregation during

growth. Strain can play a significant role in alloying. Both the strain and the composition

of quantum dots are usually very inhomogeneous, with the regions close to the wetting

layer being both substantially strained and alloyed and the tip much less so. Intermixing

also occurs during capping. If the growth is carried out at high enough temperatures, the

consequent reduction in strain can drive a reverse transition from domes to pyramids to

even shallow mounds [16,102].

26.3.2 III–V Systems

In1-xGaxAs/GaAs: InAs/GaAs (strain 7%) is the canonical system for the study of self-

assembly through the SK transition [9,14,16,19,27]. Much of the growth phenomenol-

ogy discussed earlier pertains to the studies carried on this system. The type-I band

alignment and the direct energy gap ensures that the radiative transitions can be

observed, even at room temperature. From the characterization point of view, this makes

a direct correlation between structure and the electronic states easily possible from the

luminescence spectra. High radiative efficiency makes this system important for opto-

electronics applications.

Therefore, apart from understanding the fundamental issues of growth, where many

open questions remain (e.g., the sensitivity of the SK transition to the orientation and

reconstruction of the substrate surface, dependence of the chemical composition on the

growth flux), it has been imperative that the grown materials should at least have im-

plications for practical devices that must outperform what is/was already available.

Much effort in this system has been spent in achieving size uniformity and control

FIGURE 26.9 Phase diagrams from free energy calculations for the growth of GexSi1�x/Si as a function of Ge
composition (and equivalently the strain) showing the existence of various growth modes on Si(111) (left) and
Si(100) (right) substrates respectively. From Berbezier et al. [94].
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FIG. 9. Phase diagrams from free energy calculations for
the growth of GexSi1−x/Si as a function of Ge composition
(and equivalently the strain) showing the existence of various
growth modes on Si(111) (left) and Si(100) (right) substrates
respectively. From Berbezier et al. [94].

This discussion has ignored the chemical effects of al-
loying and segregation during growth. Strain can play
a significant role in alloying. Both the strain and the
composition of quantum dots are usually very inhomoge-
neous, with the regions close to the wetting layer being
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both substantially strained and alloyed and the tip much
less so. Intermixing also occurs during capping. If the
growth is carried out at high enough temperatures, the
consequent reduction in strain can drive a reverse tran-
sition from domes to pyramids to even shallow mounds
[16,102].

B. III-V Systems

In1−xGaxAs/GaAs: InAs/GaAs (strain 7%) is the
canonical system for the study of self-assembly through
the SK transition [9,14,16,19,27]. Much of the growth
phenomenology discussed earlier pertains to the studies
carried on this system. The type-I band alignment and
the direct energy gap ensures that the radiative transi-
tions can be observed, even at room temperature. From
the characterization point of view, this makes a direct
correlation between structure and the electronic states
easily possible from the luminescence spectra. High ra-
diative efficiency makes this system important for opto-
electronics applications.

Therefore, apart from understanding the fundamen-
tal issues of growth, where many open questions remain
(e.g., the sensitivity of the SK transition to the orienta-
tion and reconstruction of the substrate surface, depen-
dence of the chemical composition on the growth flux),
it has been imperative that the grown materials should
at least have implications for practical devices that must
outperform what is/was already available. Much effort in
this system has been spent in achieving size uniformity
and control beyond what, for example, kinetics scaling
will yield. This has meant carefully optimizing the dif-
ferent stages of the SK growth process and tweaking all
the available parameters—partial pressures, growth tem-
perature, alloying, V/III ratio, growth flux, substrate ori-
entations, use of surfactants, growth interruptions, alter-
nate supply growth, punctuated growth, post-growth an-
nealing, and using a different material for capping. Ex-
tensive literature exists on each of these. Many of the
details regarding the optimization for small size disper-
sion are referenced in the review by Lan and Ding [103].
Other structures, such as self-assembled quantum rings,
have also been grown by tweaking the growth protocol
[104]. It is worth pointing out that there have been suc-
cessful attempts at the creation of epitaxial islands using
the Volmer-Weber growth route [105].

IV. III-NITRIDES

It has been known that the high luminescence ef-
ficiency of InGaN-based quantum-well light-emitting
diodes (LEDs) and lasers arises from the spatial local-
ization of carriers in efficient radiative potential traps,
ascribed to QD-like regions spontaneously formed due
to local indium compositional variations or variations in
layer thickness [106–109]. Although the exact nature of

the localization has been a subject of much debate, it
has also motivated research in the intentional growth of
nitride QDs. The lattice mismatch of 2.5% between GaN
and AlN is a smaller value than that for InAs/GaAs,
and the first report on the growth of GaN QDs used
antisurfactant epitaxy [110]. However, QDs grown us-
ing the SK growth mode were also soon reported using
both MBE and MOVPE [111,112]. Although there is
much less work available than on InAs/GaAs or Si/Ge,
the III-nitride material combinations offer a fascinating
playground for the study of self-assembled island growth
due to some of their unique properties. The III-nitrides
are a material system with a large variation in band-gap
difference between AlN (6.1 eV), GaN (3.4 eV), and InN
(0.7 eV), which allows for efficient carrier confinement.
The nitrides are also characterized by the presence of
a large (∼ 10 MV/cm) internal electric field along the
[0001] crystal axis, arising from a combination of spon-
taneous and piezoelectric polarization. Because this gen-
erally has deleterious consequences for optical devices,
there has been a study of nitride QDs in other nonpolar
crystal directions [113-116] along the (10-10) and (11-
20) planes, and also various semipolar planes [117,118].
Further even for the polar (0001) c-plane case, QDs can
be growth with a Ga-terminated or N-terminated face
[119,120]. Another interesting aspect is the lack of inter-
diffusion between a GaN QD and the AlN barrier layer
during the capping process [121]. Although lot of ongoing
research focuses on controlling the optical and structural
properties of GaN-based QDs, an in-depth understanding
is still far from being clear.

A. Other Materials Systems

Before the explosion of research in the III-nitride mate-
rials for visible-emitting devices, much effort was focused
on the synthesis and characterization of II-VI quantum
dots, including the demonstration of an electrically in-
jected green CdSe QD laser [122]. Forming core-shell
nanoparticles in these materials through colloidal chem-
istry routes is relatively simple; however, the CdSe/ZnSe
combination has almost the same strain relationship as
the InAs/GaAs system, thus motivating work in self-
assembled island growth through epitaxial routes [123–
126]. Furthermore, incorporating magnetic ions such as
Mn is relatively easier in ZnMnSe and CdMnSe, and
these materials have been investigated for their magneto-
optical properties [127,128]. The CdSe/ZnSe QD system
also exhibits a remarkable degree of Ostwald ripening on
a relatively slow timescale, and it has served as a test-bed
for studying the ripening and stability of self-assembled
islands [129].

InP/GaInP and GaInP/GaP quantum dots have also
been studied for use in the visible region. InP dots
are usually deposited on a Ga0.51In0.49P layer lattice
matched to GaAs [130,131] although (Al,Ga)InP alloys
with a higher bandgap are often used for better carrier
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confinement [132,133]. GaInP islands on GaP substrates
were also studied for visible emitters [134–136], mostly as
an attempt to get around the limitation of not having any
direct bandgap materials lattice-matched to the GaP—
the largest bandgap “conventional” III-V substrate avail-
able. Ref. [16] provides a brief summary of the relatively
less common material combinations, such as lead and er-
bium chalcogenide alloys, in which self-assembled island
growth has also been studied.

V. STRUCTURAL CHARACTERIZATION OF
SELF-ASSEMBLED STRUCTURES

From understanding the basic nature of the self-
assembly process to the use of QDs in device struc-
tures, it is important that the shapes, sizes, spatial dis-
tribution, strain, and chemical composition, etc. of the
self-assembled nanostructures be accurately determined.
A complete structural characterization usually requires
a combination of techniques, probing different physical
properties at various length scales, and providing com-
plementary information. A review of the standard tech-
niques is provided in Ref. [16], and a detailed treatment
of X-ray scattering and diffraction techniques is avail-
able in Ref. [137]. In this section, we restrict ourselves
to a brief summary of the key features of various local
probes, such as AFM, STM, and transmission electron
microscopy (TEM) and techniques such as X-ray scat-
tering and diffraction, optical reflectivity, and photolu-
minescence (PL), which usually provide average infor-
mation over larger areas.

The most widely used technique to evaluate the mor-
phology of self-assembled islands is AFM. Typical reso-
lutions of a few nanometers in the lateral direction and
about a nanometer vertically are possible, but it is impor-
tant to realize that the AFM profile or image obtained is
a convolution of the actual surface morphology with the
shape of the AFM tip. Further, for large scan areas, the
spatial resolution is often limited by the stage, not by the
size of the tip. Hence, quantitative estimates should be
made with care.

Although no sample preparation is required for AFM,
only surface features can be imaged, making the study of
buried structures such as overgrown QDs difficult. STM
can be used only for conducting samples and requires an
ultrahigh vacuum environment for reliable measurement.
The sensitivity of the tunnel current to topography, com-
position, and strain, along with the atomic resolution at-
tainable both laterally and vertically, however make it an
extremely useful tool. In-situ STM has been extensively
used to study the 2D to 3D transition, the development
of growing facets, and shape asymmetry of QDs. Cross-
sectional STM has been used to analyze buried islands,
because strain relaxation at the cleaved facet leads to a
height variation of the island regions, and hence change in
the tunnel current. Furthermore, the elemental sensitiv-
ity of the tunnel current along with the measurement of

local atom positions provides information on the shape,
composition, and strain [138–140].

Transmission electron microscopy requires the prepa-
ration of thin specimens, which is often challenging; how-
ever, it provides atomic-level spatial resolution and com-
position sensitivity, although very locally over typically
submicron-sized areas. Cross-sectional TEM is especially
useful for imaging buried QDs. Because the image ob-
tained in TEM is essentially reconstructed from diffrac-
tion data of high-energy electrons, the image contrast de-
pends significantly on the sample preparation, elemental
composition, and strain. Hence, obtaining useful infor-
mation requires appropriate image processing and anal-
ysis coupled with simulation. The use of digital analy-
sis of lattice images (DALI) after filtering [141,142] and
lattice-fringe analysis [143] allows accurate determination
of the variations in unit-cell spacing and local strain. In
combination with energy-filtered TEM imaging and scan-
ning TEM (STEM), by which element-specific informa-
tion not affected by the strain can be obtained, com-
prehensive characterization of self-assembled islands us-
ing TEM allows determination of concentration gradients
within QDs, strain profiles around buried islands, corre-
lation of island positions, etc. [144–146].

Nanostructured materials have been probed via tech-
niques using X-rays in various scattering geometries
that allow nondestructive investigation with penetration
depths that can be tuned from several nanometers for
surface studies to a few micrometers to study buried
structures. In all methods, the intensity distribution of
scattered or diffracted beams in the reciprocal space is
recorded, and appropriate modeling and fitting proce-
dures are necessary to realistically interpret the experi-
mental data. The beam diameters typically cover a few
hundred micrometers to several millimeters, thus allow-
ing sampling over a very large number of islands and good
measurements of average values.

Grazing-incidence small-angle X-ray scattering and X-
ray reflectivity are not sensitive to the crystalline struc-
ture of the samples. In these methods, contrast arises
due to differences in the index of refraction. Thus, these
techniques have been exploited to determine investiga-
tion of the island shape, correlation of island positions,
and interface roughness of self-assembled islands [83,147–
149]. On the other hand, in X-ray diffraction, the main
contrast arises due to strain. Typically, reciprocal-space
maps recorded around symmetric and asymmetric Bragg
reflections are analyzed to extract the strain in the is-
lands and the surrounding layers, as well as evidence of
intermixing and change in shape of the islands [150]. To
improve surface sensitivity, grazing-incidence diffraction
is often used, which due to the low penetration depth is
sensitive primarily to the in-plane lattice parameter, not
to lattice parameters and strains in the growth direction.
The technique of isostrain scattering [151,152], combin-
ing in-plane diffraction and vertical reflection at grazing
incidence, enables the virtual decomposition of a 3D is-
land into slices at different heights and allows a map of
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composition and strain to be obtained. In combination
with techniques such as extended X-ray absorption fine
structure, additional information on the local chemical
environment can be also be obtained [153–155].

Nondestructive optical techniques are routinely used
for in-situ monitoring of epitaxial growth in MBE and
MOVPE environments, especially with the widespread
availability of sensors for multiwavelength reflectivity,
reflection-anisotropy spectroscopy, and curvature mea-
surements. The changes in overall stress [156], inten-
sity of scattered light [157], and/or surface reconstruction
[82,158] at the 2D-3D transition with increasing coverage,
or on shape transitions, provide qualitative information
useful for monitoring the growth process and real-time
control [159].

expected and observed spectral features from large islands. In this particular set of ex-

periments, the samples had a bimodal distribution of island sizes. The smaller features

are much more sensitive to the capping process and As/P exchange during overgrowth

and do not show a similar correlation between the AFM data and the PL.

26.5 Electronic States and Optical Properties
of Quantum Dots

The interest in self-assembled quantum dots stems from the profound difference in their

electronic and optical properties in comparison with bulk materials [6,9,14,18]. As the

size of the crystal is made comparable to the de Broglie wavelength of carriers, the

electrons and holes begin to experience the boundary of the crystal. The three-

dimensional localization of the carrier wave functions within the quantum dot, due to

corresponding momentum uncertainty, increases the minimum allowed carrier kinetic

FIGURE 26.10 Correlation of QD surface morphology with photoluminescence spectra. Left: AFM topographs and
histograms of island heights (plotted on a log scale) at coverages of (a) 4.5 ML, (b) 6.5 ML, (c) 9 ML, and (d)
14.5 ML for MOVPE-grown InAs/InP. Right: PL spectra measured from samples grown under similar conditions, but
with an InP overlayer. Using QD-size-dependent transition energies, the PL spectra corresponding to the larger
dots can be reconstructed (shown as squares) from the height histograms without any fitting parameter. PL from
the wetting layer (dotted line) appears at 1.02–1.03 eV in (a)–(c) and shifts to 1.10 eV for (d), indicating that the
wetting layer thins down to an equilibrium thickness at the later stage of growth. Redrawn from the authors“
original data, adapted from Bansal et al. [50].
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FIG. 10. Correlation of QD surface morphology with photo-
luminescence spectra. Left: AFM topographs and histograms
of island heights (plotted on a log scale) at coverages of (a)
4.5 ML, (b) 6.5 ML, (c) 9 ML, and (d) 14.5 ML for MOVPE-
grown InAs/InP. Right: PL spectra measured from samples
grown under similar conditions, but with an InP overlayer.
Using QD-size-dependent transition energies, the PL spectra
corresponding to the larger dots can be reconstructed (shown
as squares) from the height histograms without any fitting
parameter. PL from the wetting layer (dotted line) appears
at 1.02 − 1.03 eV in (a)-(c) and shifts to 1.10 eV for (d), in-
dicating that the wetting layer thins down to an equilibrium
thickness at the later stage of growth. Redrawn from the
authors’ original data, adapted from Bansal et al. [50].

As ex-situ tools, PL and electroluminescence (EL)
spectroscopy are the standard probes to evaluate the
optical quality of self-assembled islands. Conventional
PL spectroscopy typically has an excitation laser spot
size of >∼ 100µm, thus exciting a large ensemble of
>∼ 106 QDs. Although the PL spectra are hence in-
homogeneously broadened due to the unavoidable dis-
persion in QD sizes and composition, luminescence from
ensembles is still a very useful technique, with the emis-
sion linewidth providing some measure of island unifor-
mity. At low excitation power, typically only emission
from the ground state is observed, and absorption spec-
tra are required to see the higher energy levels. However,
the absorbance of a single layer of QDs is very low and
difficult to measure, and related techniques such as pho-

tocurrent spectroscopy, PL excitation, and modulation
spectroscopic techniques, such as photoreflectance, elec-
troreflectance, or surface photovoltage spectroscopy, are
experimentally more convenient [19]. Single QD spec-
troscopy is performed either on specially patterned struc-
tures having single dots or on samples with very low is-
land density, or by masking the surface and opening up
a submicron-aperture through which the luminescence
can be measured. Correlating the structural information
(e.g., from AFM) with the electronic and optical prop-
erties (e.g., from PL) often provides useful, albeit quali-
tative, information on the growth process and the devel-
opment of islands. Of course, AFM images are typically
obtained on uncapped QDs and cover an area of a few
square micrometers, vastly different from the ∼ 1mm2

area sampled in PL measurements on capped samples.
As an example, consider the case of MOVPE-grown InAs
QDs grown on InP [50] shown in Figure 10. The left
panel of Figure 10 shows a series of histograms of island
height distributions inferred from 1µm AFM for samples
with increasing InAs coverage. The corresponding low-
temperature PL spectra measured on the overgrown sam-
ples with the InAs layer deposited under identical condi-
tions is shown on the right. Using published ground-state
energy calculations [160] for pyramidal InAs/InP QDs,
the expected emission spectra from large dots are shown
in Figure 10(b) as open squares. There is a remarkably
good quantitative agreement (without any fitting param-
eter) for the expected and observed spectral features from
large islands. In this particular set of experiments, the
samples had a bimodal distribution of island sizes. The
smaller features are much more sensitive to the capping
process and As/P exchange during overgrowth and do
not show a similar correlation between the AFM data
and the PL.

VI. ELECTRONIC STATES AND OPTICAL
PROPERTIES OF QUANTUM DOTS

The interest in self-assembled quantum dots stems
from the profound difference in their electronic and
optical properties in comparison with bulk materials
[6,9,14,18]. As the size of the crystal is made compa-
rable to the de Broglie wavelength of carriers, the elec-
trons and holes begin to experience the boundary of the
crystal. The three-dimensional localization of the car-
rier wave functions within the quantum dot, due to cor-
responding momentum uncertainty, increases the mini-
mum allowed carrier kinetic energy, thereby effectively
increasing the energy gap of the material. Quantum con-
finement thus offers an extra degree of freedom (like al-
loying and strain during heteroepitaxy) to control, at
the most fundamental level, the energy gap of the re-
sulting nanocrystal over a wide range. For example, in
InAs QDs grown on GaAs, the fundamental energy gap
can be enhanced from its bulk value of 0.35 eV to close
to 1 eV. Confinement of charge carriers also leads to a
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qualitative change in the structure of the electron and
hole density of states. The energy levels now appear dis-
cretely, well-separated from each other as in atoms. This
is the defining characteristic of all types of quantum dots,
whether lithographically made [161], colloidal [162,163],
or self-assembled. These changes in the electronic density
of states, the energy levels, and the carrier distribution
functions on account of one-dimensional (quantum wells),
two-dimensional (quantum wires), and three-dimensional
(QDs) confinement are depicted by the schematics in Fig-
ure 11.
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FIGURE 26.11 Schematic of the change in the electronic properties of semiconductors with dimensionality as one
goes from bulk (3D) to quantum well (2D), quantum wire (1D), and finally QD (0D). The character of the density
of states significantly changes and the electronic energy levels evolve from bands (3D) to subbands (2D and 1D)
to atomic-shell-like levels in QDs. The bottom figures show the thermal spread of the electronic distribution func-
tion in the corresponding cases. The fact that the carrier distribution is more or less independent of temperature
in QDs gives thermal stability to the operational characteristics of devices, an aspect of great technological
significance. From Barve et al. [23].
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FIG. 11. Schematic of the change in the electronic properties
of semiconductors with dimensionality as one goes from bulk
(3D) to quantum well (2D), quantum wire (1D), and finally
QD (0D). The character of the density of states significantly
changes and the electronic energy levels evolve from bands
(3D) to subbands (2D and 1D) to atomic-shell-like levels in
QDs. The bottom figures show the thermal spread of the elec-
tronic distribution function in the corresponding cases. The
fact that the carrier distribution is more or less independent of
temperature in QDs gives thermal stability to the operational
characteristics of devices, an aspect of great technological sig-
nificance. From Barve et al. [23].

A typical self-assembled quantum dot comprises of ap-
proximately 1 × 104 − 5 × 104 atoms; therefore, no two
QDs are ever likely to be identical. Moreover, unlike
atoms, there are no fundamental symmetries. The devil
is in the details, which on the one hand make good quan-
titative modeling of the experimental observations very
difficult, while on the other offer a rich playground for
novel application ideas.

The first and the most important detail is the ma-
terial combination used during heteroepitaxy. It is a
happy coincidence that, between two similar materials,
the one with the larger lattice constant will also typi-
cally have a smaller energy gap [164]. Therefore, the
necessary condition for Stranski-Krastanov growth (com-
pressive strain) is also often accompanied by the mate-
rial forming the QD having a smaller energy gap than
the substrate. Quantum dots are almost always capped
with the same material forming the substrate. Capping
also minimizes dangling bonds and surface states on a

free surface, which typically provides efficient routes for
nonradiative recombination and quench radiative emis-
sion. For such embedded QDs, the boundary conditions
on the carrier wave functions are now determined by the
relative band offsets at the heterointerface [165]. Mate-
rials with type-I band alignment are most studied. For
the same material forming the QD (e.g., InAs) choice of
a different substrate (e.g., InP instead of GaAs) can lead
to very different energy gaps. The band offset can be
sensitive to the details of the QD structure, its shape,
strain, and composition and needs to be experimentally
established for newer materials [166].

After the size, nature, and extent of band offsets, the
other important parameter that dictates electronic prop-
erties is the shape of quantum dots. Although solution-
grown nanocrystalline QDs are well-approximated as
spherical [162], we have seen that self-assembled QDs can
exist in a variety of shapes and continuous range of sizes
and aspect ratios. Typical QDs are much wider than
they are high. Heights typically range from 3 to 15 nm
and the base diameters between 20 and 60 nm. There-
fore, the primary confinement results from their height.
Furthermore, the Stranski-Krastanov grown QDs sit on
a wetting layer, which implies that the electronic states
within the QD are coupled to the states of a thin quan-
tum well [167]. The strain relaxation within the QDs is
partial and inhomogeneous, with capping inducing fur-
ther strain. The capping can also denude the QD of
some material and significantly change its shape [168].
As discussed earlier, there is a fair amount alloying and
intermixing of the materials making up the QD with the
substrate material. Indium in particular has a tendency
to segregate [45].

Given that the basic physics of electronic states and
elasticity in semiconductors (the multiband effective
mass formalism or the pseudopotential theory for the
band states, effect of strain, and alloying on the band
structure) is relatively simple and very well understood
[169], materials theorists can run very realistic numerical
calculations of the energy levels and optical properties
of QDs, which include in detail the exact shape, strain,
and alloying. The early and much cited works by Grund-
mann and coworkers considered the pyramidal shape of
the QDs, and the strain using the valence force field or
the continuum elasticity theory. Initially a single-band
effective mass theory and later an eight-band k·p theory
was used to account for the electronic states [170a,170b].
There have been reasonably successful attempts to cor-
relate the optical spectra with detailed calculations us-
ing the size, shape, strain, and composition information
obtained from cross-sectional STM on the same sample
[171]. However, given the size, shape, composition, and
strain variation among the QDs (even on the same sam-
ple) and the sensitivity of various band parameters to
these details, the meaningfulness of such an exercise is
doubtful, especially for macroscopic ensemble measure-
ments. Similarly good results can sometimes be obtained
via much simpler analysis [50], such as by assuming a
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parabolic confinement potential (e.g., see Chapter 2 of
Ref. [11]). An accessible introduction to the computa-
tional aspects of the electronic states in QDs is given in
Ref. [172], and user-friendly research-level software pack-
ages implementing sophisticated algorithms are also now
freely available [173].

The discrete energy-level structure is clearly seen in
electrical charging experiments using capacitance spec-
troscopy and also in optical measurements such as ab-
sorption, reflectance, and photoluminescence spectra
[174,175]. What is typically measured in macroscopic ex-
periments is the collective response of about 106 QDs over
a dimension on the order of 100µm. The measured re-
sponse is thus an inhomogeneously broadened spectrum
comprised of the additive response of individual levels,
each homogenously broadened by a few meV. This is il-
lustrated in Figure 12(a), where the broad emission peak
measured over a macroscopic area of the sample can be
seen to be actually a collection of very narrow discrete
peaks from single QDs when the area from which light is
collected is reduced to microscopic dimensions. Further-
more, the spectra from individual QDs can exhibit a fair
amount of complexity (Figure 12(b)).

The observed linewidths are of the order of 10−30 meV
for ensembles of InAs QDs on GaAs. Other material
combinations can lead to inhomogeneous linewidths in
excess of 100 meV (GaSb/GaAs). Electronic coupling
between QDs is only important at very high densities.
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FIGURE 26.12 (a) Ensemble PL measurement from a InAs/Al0.6Ga0.4As QD sample (i) shows a broad peak,
inhomogeneously broadened due to the additive contribution of the emission from a large number of QDs. PL
recorded from a small region of the sample (ii) shows sharp discrete lines corresponding to the emission from
individual dots, each having a slightly different ground-state energy. (b) Individual QD emission can be polarized.
The peaks X0

a and X0
b, seen for two different linear polarizations, correspond to two different excitonic transitions.

X�, the charged exciton transition, is insensitive to linear polarization. Reproduced with permission from Finley
et al. Ref. [175] © 2002 by the American Physical Society.
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FIG. 12. (a) Ensemble PL measurement from a
InAs/Al0.6Ga0.4As QD sample (i) shows a broad peak, in-
homogeneously broadened due to the additive contribution of
the emission from a large number of QDs. PL recorded from a
small region of the sample (ii) shows sharp discrete lines cor-
responding to the emission from individual dots, each having
a slightly different ground-state energy. (b) Individual QD
emission can be polarized. The peaks X0

a and X0
b , seen for

two different linear polarizations, correspond to two different
excitonic transitions. X−, the charged exciton transition, is
insensitive to linear polarization. Reproduced with permis-
sion from Finley et al. Ref. [175] c©2002 by the American
Physical Society.

Quantum dots comprised of direct gap semiconductors
are very good light emitters. This is because the spa-
tial confinement of electrons and holes results in a larger
wave function overlap and consequently enhanced oscil-
lator strength. Further, the localization of carriers also

leads to a relative insensitivity of the emission strength
with increase in temperature. While the luminescence
from bulk and quantum wells is seen to rapidly quench
by approximately 50 K, emission from QDs is seen to per-
sist up to room temperature. Since the pioneering exper-
iments [176,177] in the mid-1990s, much experimental ef-
fort has gone into single-quantum-dot spectroscopy, both
electrical and optical [8]. In the category of electrical ex-
periments, scanning tunneling microscopy has been used
to map the electron and hole densities associated with
individual orbitals within the single dot [178].

Optical spectroscopy of quantum dots, both single and
in ensembles, has become a field in itself. Broadly, the
focus has been on the nature of exciton states, interdot
carrier transfer processes, and the physics of light emis-
sion. High magnetic fields provide another useful tool to
infer the wave functions through magneto-tunneling [179]
or luminescence spectroscopy [180].

For future applications, there has been also a lot of
interest in quantum dots in the broad field of quantum
information processing, with the use of QDs as single
photon sources and biexcitonic states as sources of enta-
gled photons [181]. Quantum dots in microcavities are
also intensely investigated for realization of cavity quan-
tum electrodynamics ideas and for studying light matter
interaction in the strong coupling regime [182].

Finally, Ge/Si QDs have a type-II band alignment with
holes localized in Ge and electrons constrained to be in
the Si matrix. While the initial studies focused almost
exclusively on type-I structures, type-II structures (other
examples are GaSb/GaAs, InP/GaAs, ZnSe/ZnTe) have
also attracted some attention, especially in the context
of potential memory applications as well as for some fun-
damentally new physics.

VII. DEVICES, APPLICATIONS, AND NEW
PHYSICS

The three-dimensional confinement of charge carriers
in quantum dots and the consequent changes to the den-
sity of states have many favorable consequences for novel
device applications and provide new opportunities for in-
vestigating light-matter interactions. In particular, self-
assembled QDs offer a significant advantage over colloidal
QDs because they can be rather easily integrated into
typical semiconductor device structures. This allows the
injection and extraction of charge carriers into the QDs
with relative ease and also enables light to be efficiently
coupled in or out of the QDs. Further, QDs offer higher
material gain and radiative efficiency, improved temper-
ature stability, and a better tolerance to defects. While
the advantages of QDs for devices was predicted in the
early 1980s [183,184], it has taken almost three decades of
intensive research to achieve uniform, high-density, and
defect-free QDs to realize many of the attractive features
of QD devices.

There are two basic categories of devices based on
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quantum dots. The first class uses the properties of large
ensembles of QDs, mostly targeting applications in op-
toelectronics such as QD-based emitters and detectors:
lasers, superluminescent diodes, optical amplifiers, and
detectors. These include both devices based on band-to-
band optical transitions, as well as intersubband transi-
tions. More recent interest has been on another class of
devices based on the properties of a single QD, especially
the control of the emission of single photons from such
devices, and also the possibility of triggered entangled-
photon sources. These single-dot devices can enable ap-
plications in quantum information processing, cryptog-
raphy, and possibly quantum computation. Another di-
rection of research has been to study spin transport and
relaxation within QDs, aimed at the development of spin-
based electronics (spintronics), especially where a spin
confined to a single QD can be used to define a quantum
bit. In all these cases, device performance is critically
linked to the size, shape, composition, doping level, uni-
formity, and density of the QDs, thus making the epitax-
ial growth process a key determinant for devices based
on self-assembled QDs.

This section provides a brief overview of QD devices,
with a specific focus on the materials and growth issues.
A comprehensive review of the early work in QD devices
is available in Ref. [5]. More recent reviews of the field
are covered in books [9,12,13] and various topical review
articles [18–23].

A. Quantum-Dot Lasers

Much of the initial work in QD devices was based
on the promise of ultra-low threshold current density
and temperature insensitivity of threshold current in QD
lasers [183,184]. However, the early predictions assumed
ideal, uniform QDs with d-function-like density of states,
no surrounding semiconductor matrix, and one electron
and hole state. In reality, self-assembled growth typi-
cally results in QDs with a spread in dot sizes and an
associated wetting layer. In addition, the capping pro-
cess needed to embed the QD in a higher bandgap semi-
conductor matrix leads to compositional grading at the
interface, all of which result in inhomogeneous broaden-
ing. Control of the growth process is thus critical for QD-
based laser structures. The first QD lasers were realized
[185] only a decade after the initial prediction, although
rapid progress thereafter soon resulted in lasers with
record-low threshold current densities and temperature-
stable operation. Much of the research in this field has
been driven by the possibility of obtaining GaAs-based
lasers operating at the 1.3− and 1.55 − µm telecommu-
nications windows. In this wavelength region, the tradi-
tionally used InP-based quantum-well lasers have small
band offsets and poor temperature sensitivity, and the
lattice-matched InGaAsP and InGaAlAs material sys-
tems make the formation of Bragg mirrors for vertical
cavity lasers difficult. Further InP substrates are more

expensive, difficult to handle, and offer poorer heat sink-
ing capability than GaAs substrates. For InGaAs/GaAs
quantum wells to emit at 1.3 µm, a prohibitively high
compressive strain limits pseudomorphic growth, and
prevents their use in devices. However, for InAs QDs, is-
land formation ensures structures of lower strain to form,
and with the shift in energy due to quantum confinement,
room-temperature operation in the near-infrared (IR) re-
gion is easily achieved. Further silicon is transparent in
this wavelength region, thus making InAs QD devices
interesting as sources for silicon-based integrated optics
as well. In fact, the strain field around InAs QDs have
been used as dislocation filters within buffer layers for the
growth of GaAs on silicon [186]. To date, most monolithi-
cally grown III-V laser structures on silicon [186,187] and
germanium [188] substrates are based on InAs QD active
regions.

For low-threshold QD lasers, it is normally desirable
to achieve lasing in the ground-state longest-wavelength
optical transition. The optical gain depends on the den-
sity of QDs in the active region, and inversely on the
spectral width of the optical transition. Thus, QD lasers
require growth conditions that favor high areal density of
uniform QDs. To provide adequate optical gain and en-
hance the confinement factor, most QD laser structures
use multiple coupled layers of dots. Due to strain-driven
self-alignment in the growth direction in multilayer QDs,
dots in subsequent layers align to the larger dots in the
underlying layers, as discussed earlier. Another impor-
tant route for attaining high-density and long-wavelength
luminescence for InAs QDs on GaAs substrates is the
“dots-in-a-well” (DWELL) design [189–191]. (This is
particularly important for QD-based photodetectors, dis-
cussed later.) In this method, the InAs QD is buried
within a thin InGaAs quantum well (QW). The emis-
sion wavelength can be tuned by changing the composi-
tion and thickness of the QW while maintaining optimal
growth conditions for the QDs, resulting in high uniform
dot density and the best luminescent properties.

The state of the art in the performance of 1.2− to
1.3 − µm-emitting InAs QD lasers is exemplified by ex-
treme low values of threshold current density of approxi-
mately 10 A cm−2 and internal losses of 0.25 cm−1 [192].
A summary of low threshold current density operation
demonstrated in this wavelength range by various groups
in shown in Figure 13. Devices optimized for high-power
operation have shown 15.7 W CW power from a 200−µm
aperture [193]. A record-high operating temperature of
220 o for Fabry-Perot lasers and 150 oC for distributed
feedback lasers has been demonstrated [194]. In these
devices, a high density of dots (5.9× 1010 cm−2) coupled
with a low full-width/half-maximum of the PL emission
(24 meV at room temperature) was obtained by suppress-
ing interdiffusion through optimization of the growth of
the GaAs capping layer, thus enabling a very high modal
gain to be obtained.

In an effort to push the emission of InGaAs QD lasers
to longer wavelengths and reach the 1.55 − µm window,
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various routes have been investigated, including the use
of larger QD dimensions, changing the band disconti-
nuity and strain by employing InGaAs confining layers,
and growth on metamorphic buffer layers that reduce the
strain in the QDs. The use of metamorphic buffer layers
has been the most successful, with devices using InGaAs
or GaAsSb layers, for example Ref. [195]. A detailed
analysis of the various strain-engineering techniques for
InAs QDs to achieve long-wavelength emission has been
reported [196].

Although most of the QD laser work has focused on near-IR devices based on InAs

QDs on GaAs, there has also been a lot of effort on devices based on InAs or InGaAs QDs

on InP substrates, where attaining 1.55-mm wavelength emission is easier (see Refs.

[197,198] for reviews). For InP-based QD lasers, many initial results [199,200] were based

on growth of InAs QDs on high-index InP planes such as (311)B, which offer a high

density of nucleation points and allow for a high QD density. However, for device pro-

cessing, (100)-oriented substrates are desirable, such as for ease of forming facets via
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FIGURE 26.13 Overview of state-of-the-art low-threshold current density operation of QD-based lasers based on
GaAs substrates as a function of lasing wavelength, in continuous wave (CW, filled circles) or pulse (open circles)
conditions. Data from research groups at Center for Research and Education in Optics and Lasers (CREOL),
University of Central Florida (A); University of Texas–Austin (B); Center for High Technology Materials (CHTM),
University of New Mexico (C); and University of Sheffield (D). Adapted from Zhukov et al. Ref. [22] and repro-
duced with permission.
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FIG. 13. Overview of state-of-the-art low-threshold current
density operation of QD-based lasers based on GaAs sub-
strates as a function of lasing wavelength, in continuous wave
(CW, filled circles) or pulse (open circles) conditions. Data
from research groups at Center for Research and Education
in Optics and Lasers (CREOL), University of Central Florida
(A); University of Texas-Austin (B); Center for High Technol-
ogy Materials (CHTM), University of New Mexico (C); and
University of Sheffield (D). Adapted from Zhukov et al. Ref.
[22] and reproduced with permission.

Although most of the QD laser work has focused on
near-IR devices based on InAs QDs on GaAs, there has
also been a lot of effort on devices based on InAs or In-
GaAs QDs on InP substrates, where attaining 1.55-mm
wavelength emission is easier (see Refs. [197,198] for re-
views). For InP-based QD lasers, many initial results
[199,200] were based on growth of InAs QDs on high-
index InP planes such as (311)B, which offer a high den-
sity of nucleation points and allow for a high QD den-
sity. However, for device processing, (100)-oriented sub-
strates are desirable, such as for ease of forming facets
via cleaving. The growth of high-density, uniform InAs
QDs on (100) InP has been more challenging, espe-
cially for MBE growth, with the self-assembled islands
having a tendency for elongation along the [1-10] di-
rection, leading to the formation of “quantum dashes.”
With optimized growth processes, high-performance re-
sults [201,202] have been demonstrated on (100) InP sub-
strates as well. Growth on InP also allows extension of

the emission wavelength toward the mid-IR region. By
low-temperature growth of InAs QDs and a InGaAsP
quaternary cap layer to minimize defect-related intermix-
ing, laser emission at 1.95 mm has been shown [203]. An-
other approach to obtain emission around 2µm has been
the use of low-bandgap InAsSb QDs [204].

On the shorter wavelength side, there is extensive re-
search on the use of InGaN QDs for lasers in the visible
region. Although stimulated emission from GaN QDs
was shown [205] in 1997, with improvements in the qual-
ity of nitride materials, especially due the availability of
bulk GaN substrates with reduced defect density, electri-
cally injected InGaN QD lasers in the green [206] and red
[207] spectral region have been reported recently. This is
an area where rapid developments would be expected in
the near future. QD-based edge-emitting [132] and ver-
tical cavity lasers [133] in the red region have also been
reported from InP QDs embedded in an AlGaInP matrix.

B. Quantum-Dot-Based Superluminescent Diodes

Broadband light sources are useful for various applica-
tions, such as sources for wavelength division multiplex-
ing, optical coherence tomography, fiber-optic sensors,
and gyroscopes. The superluminescent diode (SLED)
uses the internal amplification of spontaneous emission
in a structure without optical feedback to prevent lasing
and provides a convenient high brightness source with
the broad optical spectrum of an LED. The few intrinsic
drawbacks of QDs for diode lasers turn out to be ac-
tually advantageous for SLED operation [208,209]. In
self-assembled QD systems, an unavoidable distribution
in dot sizes leads to a dispersion in transition energies
and hence an inhomogeneously broadened gain spectrum,
which is useful for broadband sources. Furthermore, the
limited density of states compared to QW devices aris-
ing from incomplete coverage of the surface, even at rel-
atively high areal density, leads to a lower optical gain.
This is a limitation for lasers, producing gain saturation
and poor high-frequency response, but it is advantageous
in delaying the onset of lasing in SLED devices. Similarly,
simultaneous emission from both the excited state and
ground state, although not desirable for a single mode
laser, can be used to increase the emission bandwidth of
a QD-based SLED.

The growth conditions during the deposition of the
self-assembled QD layers can be adjusted to increase the
distribution in dots sizes. For increasing the emission
bandwidth even further, most designs use chirped multi-
quantum-dot (CMQD) layers, with each layer of the QD
stack having a slightly shifted center wavelength. This
can be done by changing the dot composition, amount
of material deposited to form the QD, or the material
of the surrounding matrix [210,211]. Using these tech-
niques, various groups have demonstrated GaAs- and
InP-based QD SLEDs with > 100 nm bandwidth. With
additional postgrowth thermal- or laser-based processing
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to cause local intermixing of the QD layers, the emission
bandwidth can be increased even further, with a record
360−nm-width emission being reported from InAs/InP
CMQD structures [212].

C. Quantum-Dot Infrared Photodetectors

Another area where quantum dots have made a sig-
nificant impact on device performance is in the detec-
tion of IR radiation, emerging as a competitive technol-
ogy for imaging systems compared to existing quantum-
well IR photodetectors (QWIPs) or detectors based on
narrow-bandgap HgCdTe alloys (see reviews in Refs [23]
and [213]). In QWIPs and quantum dot infrared pho-
todetectors (QDIPs), infrared absorption occurs due to
intersubband transitions from the ground state to vari-
ous excited states in the QW or QD conduction band,
respectively. Although QWIPs are well-established and
large-area imaging systems are commercially available,
their chief drawbacks are the inability to absorb nor-
mal incidence light (hence requiring special light cou-
pling schemes, such as gratings or angled facets), a rel-
atively high dark current, and operation limited to low
temperatures [214–216]. The three-dimensional confine-
ment of carriers within QDs provides an intrinsic solution
to these issues. The selection rules for optical transitions
in dots allow QDIPs to absorb normally incident radia-
tion. Furthermore, the energy separations between levels
within the dot are usually larger than the longitudinal
optical (LO) phonon energy, reducing scattering and re-
sulting in a longer carrier lifetime and consequently a
significantly reduced dark current. The independence of
the electronic distribution function on temperature in an
ideal QD also means that QDIPs are better suited for
operation at room temperature. Since the first demon-
stration [217] of a QDIP in 1998, there has been tremen-
dous progress in device performance, driven largely by
improvements in the growth of the QD layers and new
device design concepts. QDIPs have demonstrated room
temperature operation in the midwave (3− 5µm), long-
wave (8−12µm), and very longwave (VLWIR, > 14µm)
IR regions [218] [219], and to 150 K in the far IR and
terahertz (THz) regions [220]. The DWELL design (see
Ref. [221] for a review), in which the IR absorption tran-
sitions from the QD ground state to states in the QW
can be selectively used, has proven to be extremely ben-
eficial for QDIPs. For a fixed QD ground state, the QW
composition and thickness can be varied in order to pre-
cisely tailor the peak wavelength. This also permits con-
trolled multiwavelength operation by selecting different
transitions by changing the detector bias voltage. The
pioneering development of a three-color DWELL detec-
tor by Krishna et al. [221] is shown in Figure 14. Other
QDIP designs to improve performance include the use
of superlattices [222] and resonant tunneling structures
[223].

The parameters for the growth of the self-assembled

QD stacks and DWELL structures are critical in deter-
mining the device performance. There are various choices
for QD material system, dot size and doping density, con-
tinuous or pulsed growth mode, capping layer material,
etc.; tradeoffs often need to be made to optimize overall
performance [23]. For example, InAs QDs offer better
carrier confinement, but the stronger potential well im-
pedes carrier extraction. Using InGaAs QDs, as favored
for VLWIR devices, allows easier carrier extraction, at
the cost of higher dark currents due to the poorer con-
finement. Large-sized QDs having a smaller energy level
separation between the subbands are favored for devices
in the far IR and THz regions, but the QD density is usu-
ally reduced for large-sized dots. Smaller QDs provide a
higher dot density, which improves absorption. Similarly,
the choice of doping within the QDs presents another area
of compromise. Adequate carriers are needed to achieve
efficient absorption, but high doping levels or uninten-
tional doping of the wetting layer during QD growth con-
tribute to increased dark current. In the case of DWELL
structures, the optimal growth temperatures for the In-
GaAs QW and the InAs QD are similar, unlike for InAs
QDs capped with GaAs. However, the InGaAs QW in-
creases the overall compressive strain, thus limiting the
maximum number of stacks that can be grown before the
formation of defects degrades material quality. Thus, op-
timizing the various growth parameters, usually via sys-
tematic AFM and PL investigations, to obtain the QDs
with excellent optical quality and the appropriate size
and density for the desired operational wavelength(s) is
vital.
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FIGURE 26.14 Three-color photoresponse from a 10-layer InAs/In0.15Ga0.85As DWELL type QDIP detector. The
arrows point to the schematic of the electronic transitions that give rise to the respective peaks. The mid-IR peak
at around 5 mm arises from a transition from a state in the QD to a quasi-bound state close to the top of the QW,
whereas the peak at 10 mm is a transition from a bound state in the dot to a bound state in the QW. The far IR
peak around 25 mm is from transitions between two states in the QD. From Krishna et al. [221] © IOP Publishing
2005. Reproduced with permission.
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FIG. 14. Three-color photoresponse from a 10-layer
InAs/In0.15Ga0.85As DWELL type QDIP detector. The ar-
rows point to the schematic of the electronic transitions that
give rise to the respective peaks. The mid-IR peak at around
5µm arises from a transition from a state in the QD to a
quasi-bound state close to the top of the QW, whereas the
peak at 10µm is a transition from a bound state in the dot
to a bound state in the QW. The far IR peak around 25µm
is from transitions between two states in the QD. From Kr-
ishna et al. [221] c©IOP Publishing 2005. Reproduced with
permission.
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Over the years, developments in QDIPs have shown
lower dark current and hence higher operating temper-
ature than in QWIPs, resulting in background limited
perfor- mance at higher temperatures. Large QDIP fo-
cal plane arrays [224] operating in the range of thermo-
electric coolers and four-color operation [225] have been
demonstrated.

Detectors based on intersubband transitions in III-
nitride QDs are an area of recent interest (see Ref.
[226] for a review) because the large conduction-band
offset (1.8 eV for GaN/AlN QDs) results in the inter-
subband transitions lying in the near-IR region covering
the 1.3− 1.6µm wavelength optical communication win-
dows. The larger band gaps also reduce carrier leakage,
improving high-temperature operation. QDIPs based on
plasma-MBE grown GaN/AlN QDs stacks have demon-
strated room-temperature detection at 1.4 − µm wave-
length [227]. Furthermore, the large energy of the LO
phonon (92 meV) in GaN allows devices to be designed in
the 5−10 THz band, inaccessible to InAs-based QDs due
to phonon absorption. However, control of polarization-
induced internal electric fields in the III-nitrides still
presents a major challenge to extending the intersubband
devices to longer wavelengths.

D. Quantum-Dot-Based Memory Devices

There have been many experiments to show that single
charges can be electrically [228,229] or optically [230,231]
injected into QDs. Furthermore, the effects of a QD layer
on the transport properties of a 2D electron gas in a
modulation-doped field-effect transistor (MODFET) ge-
ometry have also been studied [228,232]. Based on these,
a nonvolatile protoype memory “QD-Flash” combining
charge storage with a MODFET to access the informa-
tion has been developed [233]. Preliminary results are
encouraging, with more than 1-s storage times measured
at room temperature for InAs-based QDs and more than
10-year storage times predicted using novel material com-
binations such as GaSb/AlAs QDs [234]. Although proof-
of-principle QD memory devices have been demonstrated
at low temperatures (85 K for InAs/GaAs QDs, 220 K for
InAs/Al0.9Ga0.1As QDs) [233], a lot of improvement in
storage lifetime and read/write/erase times is still needed
for commercial viability. The strong optical sensitivity of
these structures also allows for the development of QD
phototransistors with single-photon counting capabilities
[235].

E. Quantum-Dot-Based Spin Devices

The strong 3D confinement in quantum dots also re-
sults in spin states that are, at least theoretically, ex-
pected to be more robust against decoherence compared
to bulk materials [11,236,237]. This makes self-assembled
QDs potential candidates for various spintronic applica-

tions and also for use in quantum information processing,
where a spin confined to the QD can serve as a quantum
bit. The main challenges in realizing spin-based applica-
tions using QDs are in the injection of polarized spins,
a spin reservoir such as a ferromagnetic material, stor-
age of the spin in the QD, and appropriate techniques to
manipulate and read out the spin orientation.

F. Single Quantum-Dot Devices

To study and use the “artificial atom”-like properties
of quantum dots, measurements are mostly required to be
made on a single isolated QD rather than a dense ensem-
ble of them. Single QDs have also been used to generate
polarization-entangled photon pairs, study the coupling
between a single QD and a photonic cavity, and manipu-
late single-electron spins in QDs [11,12,238]. Much of this
has been possible due to the prevalence of and improve-
ments in nanofabrication techniques, allowing ultra-small
cavities with high-quality factors to be coupled to QDs.
In many cases, the QDs are formed by a combination of
self-assembled growth along with top-down lithographic
techniques, which offer control of the spatial location of
the dot as well.

Typically, self-assembled QD ensembles have an areal
density of a few 109 − 1010 cm−2, and a large density
has been desired for most optoelectronic applications.
However, for studying single QDs, the easiest route has
been to control the self-assembly process to achieve a low
surface density, typically < 108 cm−2, so that the dots
are far enough apart that they can be individually opti-
cally addressed [239]. Most groups attempt to stop the
QD material deposition just after the onset of the 2D-
3D growth transition and control deposition parameters
such as growth rate, temperature, and growth interrupts
to control the dot density.

Since the first report of single-photon emission from
a single QD, single-photon sources have been developed
in various QD systems, ranging from the ultraviolet to
the near IR. The comprehensive volume by Michler et
al. [12] details the progress that has been made in ad-
dressing critical issues such as coherent state preparation,
obtaining polarization control and high repetition rates,
and designing cavity structures for low electrical pump
currents and enhanced photon collection efficiency. How-
ever, commercial application of single QD devices still
requires many challenges to be overcome, primarily in-
creasing operation temperatures at least to levels that
can be easily obtained via thermoelectric cooling.

VIII. SUMMARY AND OUTLOOK

What was initially an annoyance associated with a
growth instability in strained epitaxy has matured into
one of the most exciting and intensively studied areas in
semi- conductor crystal growthself-assembled quantum
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dots. With painstaking experimental work supported
by theoretical and computational modeling, the strain-
mediated self- assembly and the Stranski-Krastanov
transition have been documented with unprece- dented
atomic-scale detail for a variety of conditions and mate-
rial systems. In this review, we have attempted to give
an overview of the growth processes, as well as the funda-
mental correlations between structure and functionality,
which are key to the use of these QDs in various tech-
nologically relevant applications. We have briefiy shown
how the basic knowledge gained from understanding the
self-assembly process coupled with innovations in charac-
terization has led to more ambitious ideas of 2D and 3D
ordering of QDs, and to the improvement in uniformity
in size and density of quantum dots. We have highlighted
a range of devices where the use of QDs can provide im-
proved per- formance and functionality. For lasers, al-
though QDs are intrinsically superior than the currently
used quantum- well devices, it is difficult to achieve the

necessary gain at reduced pump levels when sample inho-
mogeneities are taken into account. Hence, advances in
growth control to reduce the inhomogeneous broadening
are still needed before QD-based devices find widespread
use. Most of what has been covered relates to the use
of ensembles of QDs. The laboratory-level demonstra-
tions of utilizing spin or charge degrees of freedom, sin-
gle photon emission, etc. in single quantum dots clearly
show the rich physics that can be exploited for new de-
vices. Single QD devices are unlikely to be achieved us-
ing self-assembly alone. However, the nanoscale fabri-
cation technology and templating schemes available to-
day, coupled with the current understanding and control
over materials growth, makes rapid progress in this area
seem inevitable. From the view of the crystal grower, the
combination of self-assembly, vertical stacking, pattern-
controlled positioning of islands, and wide choice of semi-
conductor materials provides a unique toolbox for the
synthesis of fully controlled three-dimensional nanostruc-
tures.
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