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ABSTRACT: We review the photoluminescence of semiconductor nanostructures in high magnetic fields, concentrating on the
effects of the applied magnetic field on orbital motion (wave function extent), which is probed in experiments on large
ensembles. We present an overview of the physics of excitons in high magnetic fields in 3- and 2-D before introducing the
zero-dimensional case. We then discuss the physics of quantum-dot excitons in high magnetic fields with particular attention
to the approximate analytical models used to interpret experimental results. This is followed by a brief description of a typ-
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Introduction
High magnetic fields are one of the principal research tools in
solid-state physics and have been widely applied in the inves-
tigation of the optical and transport properties of bulk and
low dimensional semiconductors, generating Nobel prizes for
the discovery of the integer (1) and fractional quantum Hall
effects (2). Semiconductor nanostructures are no exception.
Indeed, it can be said that the technological interest in semi-
conductor quantum dots (QDs) can be traced to the influential
study by Arakawa and Sakaki (3). They showed that the applica-
tion of a strong magnetic field to a quantum well laser
produced 3D confinement that substantially improved the
temperature stability of the threshold current density with an
increase in the characteristic temperature T0 from 144 �C at
0 T to 313 �C at 30 T.

In this review, we discuss the application of high magnetic
fields to semiconductor nanostructures for the investigation
of their optical and electronic properties. In this context, ‘high’
means that the applied field does more than just perturb the
orbital motion of confined carriers; i.e., the magnetic length
(to be defined below) is of comparable size or smaller than
the zero-field wave-function extent of the confined carriers.
This occurs at fields of at least several tesla, often much more.
We begin with a basic introduction to excitons in crystalline
semiconductors and the physics of excitons in high magnetic
fields. Next, we provide a phenomenological description of
the physics of QDs in high magnetic fields, introducing analyt-
ical models that have been applied to interpret experimental
data. The experimental setup for the measurement of photolu-
minescence (PL) in pulsed fields is described in some detail
since this information is not easily accessible elsewhere. Finally,
we highlight the contribution of high-field magneto-PL
to research on semiconductor nanostructures with examples
in four different material systems: Example 1) InP QDs in GaAs,
Example 2) InAs QDs in GaAs, Example 3) Si nanocrystals in SiO2
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and Example 4) GaSb QDs in GaAs. This review aims to be a
semi-pedagogical introduction; an exhaustive literature survey
would require a book-length monograph. The examples were
taken from our own work in the past decade and are intended
to illustrate the power of the technique under various
circumstances.

Physics of excitons in high magnetic fields

Introduction and background

Optical excitation of a semiconductor at an energy larger
than its band gap generates a polarization (polariton) wave
within the material. This polarization rapidly dephases in
sub-picosecond time scales to give rise to photo-generated
electron–hole pairs with nearly zero centre-of-mass momen-
tum. Various scattering processes very quickly thermalize
these electron–hole pairs to the band-edge within the time
scale of a few picoseconds (4). In direct-gap semiconductors
such as GaAs, InAs, InP, GaN, ZnSe and HgxCd1-xTe, the
electron–hole pairs were likely to recombine radiatively by
emitting photons near the band-gap energy. In most bulk
semiconductors, with band gaps of the order of 1 eV, the
electrons and holes can be treated as independent particles.
When the above-mentioned process occurs in the presence
of a large magnetic field, the magnetic field independently
Wiley & Sons, Ltd.
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quantizes the electron and hole states into Landau levels.
The energy spectrum of free particles of charge e and effec-
tive mass m* under a magnetic field B applied along the
z-axis (5) hence becomes equation (1):

E ¼ ℏ2k2z
2m� þ ℏoc½nþ 1

2
� þ gmBBz (1)

The first term is the parabolic dispersion in the z direction for
wave vector kz, the second is the diamagnetism associated with
the Landau quantization in the plane perpendicular to the
magnetic field, and the third term is the paramagnetism asso-
ciated with the electron spin (Zeeman effect). oc = |eB|/m

* is the
classical cyclotron frequency, mB is the Bohr magneton, and ħ is
the reduced Planck constant. Landau quantization is a funda-
mentally quantum mechanical effect; there is no diamagnetism
in classical physics due to the celebrated Bohr-von Leeuwen
theorem (6). Unlike the free electron case, the g-factor can
be significantly different from 2 in semiconductors and even
be negative, depending not only on the material but also on
the size and geometry of the heterostructure. n= 0, 1, 2,. . . is
the Landau-level index corresponding to 1D harmonic oscilla-
tor-like states. Note that while the application of the magnetic
field restricts the electron (or hole) motion in two dimensions
(i.e., in the plane perpendicular to which it is applied), the
energy spectrum in the above equation yields only a single
harmonic oscillator spectrum. This apparent paradox is re-
solved by noting that these harmonic oscillator levels are
highly degenerate and that this degeneracy accounts for the
second degree of freedom that is curtailed by the magnetic
field. The degeneracy of Landau levels is simply given by the
number of magnetic flux quanta eB/h passing through each
unit area of the sample in the plane perpendicular to the
magnetic field. Similarly, the Landau-level filling factor n is
given by the number of electrons per flux quantum in any
given area, noting that due to electron or heavy-hole spin de-
generacy, n=2 corresponds to one full Landau level. In very
high magnetic fields, the extreme quantum limit (n<< 1) is
reached, which implies that all conduction-band electrons and/
or valence-band holes occupy only the lowest Landau level. In
PL experiments on undoped samples where electrons or holes
are photo-excited carriers, their areal number density is typically
low so that n<< 1 is reached at quite low magnetic fields. The
form and symmetry of the wave functions obtained in high
fields is highly gauge dependent but the physical observables
like the expectation value of the orbit centre or the cyclotron
energy are obviously not (5). Classically, charged particles exe-
cute a circular motion in the plane perpendicular to the applied
field but the motion along the direction of the magnetic field is
unaffected, so the overall path followed is that of a helix.

In a real experimental situation where there is always some
disorder (thermal and topological), the formation of Landau
levels requires that on average, the electron is likely to have
completed several cyclotron orbits before it is scattered. Further-
more, experimental observation of effects related to Landau
quantization also requires that temperature T be low enough
so that only the lowest few Landau levels have a significant
occupation probability.

These conditions can be mathematically stated (7) as octq> 1
and ℏoc> kBT, where kB is the Boltzmann constant and tq is the
mean collision time, also called the quantum lifetime. tq differs
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from the collision time appearing in the expression for the elec-
tron mobility (momentum relaxation time) in that the latter is a
scattering angle-dependent weighted average over scattering
events. Apart from the Landau quantization energy ℏoc, there
is also a length scale associated with Landau-quantized electron
orbits, the magnetic length lB ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=ðeBÞp

that corresponds to
the size of the classical orbit of carriers in the lowest Landau
level. It is important that the magnetic length depends only on
fundamental constants. More details on free-particle Landau
levels can be found in quantum mechanics texts or specialized
monographs on the subject such as by Miura (8).

The physics of charged particles in an applied magnetic field
becomes complicated when the number of particles exceeds
one; that is, when the interactions between them cannot be
ignored. The fractional quantum Hall effect (2) is an extreme
example of a new phase of matter, where the fundamental charge
carriers themselves are not electrons as we usually encounter
them, but fractionally-charged quasi-particles that have an effec-
tive charge of e/3 (9,10). Historically, in the context of photo-
excited electrons and holes, it was debated whether the
interaction between electrons and holes could ever show up in
optical absorption and emission spectra (11). It is now well estab-
lished that, at least at low enough temperatures, they do form
bound states (excitons) whose envelope functions are (in the sim-
plest one-band effective-mass picture) mathematically equivalent
to hydrogen-atom wave functions (12).

Thus, the problem of the hydrogen atom in a magnetic field
provides a good starting point for studying the physics of excitons
in high magnetic fields. The ground state of the hydrogen atom
has two natural scales: the Rydberg RH ¼ m0e

4= 2e20=ℏ
2

� �
(binding

energy) and the Bohr radius a0B ¼ 4pe20=m0e2, which are equal to
13.6 eV and 0.529Å, respectively. m0 is the free electron mass
and ε0 is the dielectric constant of free space. For all but astro-
physical-strength magnetic fields (B> 105 T or 109 Gauss) (13,14),
these values imply that an externally applied magnetic field is
always a small perturbation to the ground state of the atomic
system. Under the influence of laboratory strength magnetic
fields, low-lying states of atomic systems are well described within
perturbation theory. To order B2, the change in the energy (15) is
given by equation (2):

ΔEn ¼ mB
!
B � n

!
Lþ g

!
S

��� ���nD E
þ

X
m6¼n

n
!
Lþ g

!
S

��� ���mD E��� ���2
Em � En

þ e2B2

8m
n
X

i
ðx2i þ y2i Þ

��� ���nD E
(2)

The first two terms denote paramagnetism due to the orbital
ð!L Þ and spin ð!S Þ angular momentum (first- and second-order
Zeeman effects). The last term, the diamagnetic contribution to
the energy correction, is what we will focus on in this review. This
is because, for zero-angular-momentum states

!
L ¼ 0 (as ground

states usually are), the orbital paramagnetic contribution is zero
while the spin contribution is often ill-resolved due to the small
value of the g-factor, especially in ensemble studies of QDs where
spectra are inhomogeneously broadened. The characteristic B2

energy shift due to low-field diamagnetism is observed not just
for the hydrogenic ground-state but most bound states (16). In a
typical direct-gap semiconductor like GaAs, the large dielectric
constant (ε=12.5 ε0 in GaAs) and the small effective mass
Luminescence 2012Wiley & Sons, Ltd.
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(m* = 0.067m0 in GaAs) make the effective Bohr radius and bind-
ing energy (effective Rydberg)~ 10.2 nmand 4.8meV, respectively.
Then, magnetic fields of a few tesla are no longer a small perturba-
tion: strong deviations from a quadratic shift are observed at
higher fields and the simple perturbation theory analysis of equa-
tion (2) no longer suffices.

The problem of hydrogen atoms and excitons in magnetic fields
of arbitrary strength has a large body of theoretical work devoted
to various approximations. The earliest perturbative result in the
opposite, high magnetic field limit, was first developed by Elliot
and Loudon in the late 1950’s (17) where it was shown that for
large fields when the magnetic length was much smaller than
the Bohr radius, the problem could be effectively treated as a 1D
hydrogen atom problem, with the other two spatial dimensions
becoming completely constrained by the magnetic confinement.
Before this, a rather crude variational solution to the problem in
the complete range ofmagnetic field values was provided by Yafet
et al. (18). Thewave functionwas assumed to have a Gaussian form
with two variational parameters corresponding to the exciton radii
in the directions parallel and perpendicular to the magnetic field.
Thus, although the model assumed an incorrect form for the wave
function at B=0 (which should be an exponential corresponding
to the standard hydrogenic ground state wave function), it never-
theless captured one fundamental aspect of the problem, namely
that the symmetry changes from spherical to cylindrical on
application of a magnetic field.

Since the late 1970s, there has been a continuous effort to
improve these variational solutions by increasing the number of
parameters. The currently popular basis of many Gaussian wave
functions gives almost exact results. The various variational
schemes adopted over the years were reviewed by Zawadzki
et al. in the context of the similar problem of shallow donor bound
states in magnetic field (19). Numerical solutions also became
popular in the 1980’s, and much theoretical and experimental
progress was made in understanding the detailed nature of the
orbits. Figure 1 shows a nearly exact numerical calculation of the
ground state energy of the hydrogen atom taken from Rosner
et al. (20) and Xi et al. (21). Here, Γ ¼ ℏoc

2RH
is the dimensionless ratio

of the cyclotron energy and the Rydberg energy. Γ~1 corre-
sponds to the intermediate field boundary where there is a
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Figure 1. Circles: magnetic field dependence of the ground-state energy of the
hydrogen atom as calculated numerically (after Rosner et al. (20) and Xi et al. (21)).
The magnetic field is plotted in the normalized units Γ ¼ ℏoc

2RH
(see text). The low-

and high-field dependence is very well described by two straight lines (on log scale)
with slopes of 2 and 1, respectively. The crossover region occurs around Γ=1
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change in slope from 2 (characteristic of diamagnetic behaviour;
low field) to 1 (characteristic of Landau levels; high field). For exci-
tons in semiconductors, the effective Rydberg is about three
orders of magnitude smaller than in hydrogen due to the large
static dielectric constant and small effective mass of carriers. The
small effective mass also makes the cyclotron energy about 1–2
orders of magnitude larger for the same magnetic field. As a re-
sult, while Γ~1 corresponds to a field of 4 x 105 T for a hydrogen
atom, for excitons, it may be only a few tesla.
Numerically intensive though these solutions might become,

physics-wise, the problem is effectively just that of solving the
single-particle Schrodinger equation. Thus, the solution is in
principle trivial, even if not analytic. Nevertheless, two non-trivial
and interesting features do show up in the hydrogen atom prob-
lem in magnetic field. These are (i) the expected transition to
quantum chaos (22) and (ii) coupling of the centre of mass and
the orbital degrees of freedom leading to the motional Stark
effect and decentred (giant dipole) states (23,24). These will
not be discussed here since our focus is on characterization of
nanostructures using high-field PL.
The two-dimensional case

Before moving on to QDs, let us present the salient features of
the excitonic properties of high-field PL in quantum wells,
where the electrons and holes are confined within a 2D plane.
For sufficiently narrow quantum wells, ignoring the third
dimension is a good approximation as long as the Landau-level
energy is much smaller than inter-subband energy arising out
of quantization in the third dimension. When a magnetic field
is applied perpendicular to the plane of the quantum well
(B//z, where z is the growth direction), the essential physics of
the problem is unchanged from the previous 3D case except
for one important qualitative difference: for a 2D system, the
symmetry of the hydrogenic exciton is unaffected by the appli-
cation of the magnetic field and the wave functions are
expected to continuously transform from hydrogenic to
harmonic-oscillator-type (Landau-level) wave functions as the
magnetic field is increased. From a practical point of view, since
for quantum-well excitons, the problem only involves solving
the 1D radial Schrodinger equation even in high magnetic
fields, the numerical calculations are easier and again, a varia-
tional calculation with a basis of many Gaussian wave functions
gives very accurate results (25).
Experimentally, in 2D quantum wells, excitons are much more

robust than in the bulk and can survive up to room temperature.
The excitonic binding energy is expected to be four times the bulk
value for a perfect 2D system, but in actual quantumwells (26), it is
a bit less and dependent on the actual width of the well (27). From
the early 1980s (28), there have been a large number of spectro-
scopic experiments (PL and PL excitation spectroscopy) on quan-
tum wells of various materials in high magnetic fields. One scheme
for analysing the magneto-PL of quantum wells, which turned out
to be quite convenient for experimentalists, was due toMacDonald
and Ritchie (29) who showed that the exciton energy could be
fitted to a function which was a ratio of two fourth-order polyno-
mials computed by Padé interpolation of the results of perturba-
tion theory applied to the low- and high-magnetic field regimes.
Using this method, one rescales the exciton problem into dimen-
sionless energy and magnetic-field strength to obtain either the
exciton-reduced effective mass and/or the dielectric constant.
Figure 2 shows one of the authors’ previously unpublished data
Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/luminescence
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Figure 2. Solid line: magnetic field dependence of the ground state energy of the
2D hydrogen atom using the polynomial coefficients provided by MacDonald and
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obtained. In the experiment, photoconductivity from both heavy-hole and light-
hole excitons peaks were measured up to 22 T
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where the heavy-hole and light-hole masses for excitons in a 15-nm
GaAs quantumwell were deduced by the best fits of the data using
the analysis of reference (29). The in-plane heavy- and light-hole
exciton-reduced effective masses were found to be 0.044m0 and
0.057m0, respectively. Note that the in-plane mass of the heavy-
hole is smaller than that for the light-hole due to the well-known
phenomenon of mass reversal in these systems (30).

Considerable effort has also been spent on studying the physics
of excitons in doped quantum wells where they can occur in vari-
ous charged states such as negatively and positively charged
trions. The interest was to understand optical selection rules in
magnetic field and study the evolution of the binding energies of
the singlet and triplet states (31–33). Optical signatures of the frac-
tional quantumhall effect have also sobserved inmagneto-PL from
two-dimensional electron systems (34,35).
The problem of quantum dots in magnetic fields

In this review, we are primarily concerned with the effect of mag-
netic field on charges confined to self-assembled semiconductor
nanostructures. A complete description of the physics of such a
situation requires the application of state-of-the-art computational
techniques, both to model the sample band-structure and to
describe the physics in an applied magnetic field (36). Ideally, such
an analysis should be used to interpret all such experimental data,
but this is often not possible because there is insufficient morpho-
logical data about the samples to warrant such an approach.
In such cases, approximate analytical models are justified (37),
especially when inhomogeneous broadening of ensembles means
that the average behaviour is observed, and besides, such
approaches often allow access to the key physics. The central
problem is that when constructing such models, three energies
are involved: the spatial confinement energy, the Coulomb inter-
action energy (binding energy) of the exciton, and the cyclotron
energy associated with the applied magnetic field. The binding
energy of an isotropic 3D exciton EB is given by equation (3):

EB ¼ ℏ2=2ma2B (3)

where m is the exciton reduced mass given by m ¼
1=m�

e þ 1=m�
h

� ��1
in which m�

e and m�
h are the effective masses
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of the electron and the hole respectively. aB is the exciton Bohr
radius and is equal to aB ¼ a0Be= m=m0ð Þ , where a0B = 0.529Å is
the Bohr radius of the hydrogen atom. For a heavy-hole exciton
in bulk GaAs, the binding energy is ~ 4.8meV, which although is
an order of magnitude smaller than the typical confinement en-
ergy in self-assembled semiconductor nanostructures (40meV is
a common electron sub-band separation), is not negligible. Fur-
thermore, confinement of excitons in nanostructures increases
the binding energy by squeezing the electron and hole together
in a small volume and increases the exciton mass through the
effects of non-parabolicity (38,39) and strain-induced deformation
of the bands in self-assembled nanostructures (40). The key idea in
using high magnetic fields for characterising QDs is to make the
magnetic length small enough such that it, along with the exciton
Bohr radius, is also a relevant length scale in the plane perpendic-
ular to the applied field. At 10 T lB = 8.1nm, whereas for an exciton
in bulk GaAs, aB=10.2nm. The net result is a situation where there
are three comparable and competing energy scales, making the
formulation of a complete analytical description of the system
challenging even in the absence of an accurate description of
the true confinement potential that can be included in the full
numerical models referred to above.

The usual way around this is to make simplifying approxima-
tions to allow a semi-analytical approach to the problem: either
the binding energy (e.g., Fock-Darwin model) or the confinement
energy (e.g., excitonic model) is neglected. It turns out that both
of these approximations are not as different as they might ini-
tially seem, largely because the two energies are inextricably
linked; given a set of data that covers both high and low field
regimes, the parameters obtained are very similar (41).

Quantum dot excitons in magnetic fields:
analytical models

Fock-Darwin model

Fock-Darwin states were derived independently by Fock (42) and
Darwin (43). They describe the energy levels of an electron in a
2D harmonic potential of energy ħo0 in a perpendicularly
applied magnetic field with radial quantum number (Landau level
index) n and orbital angular momentum quantum number l (l=0,
�1, �2, �3. . .), resulting in equation (4):

En;l ¼ E0þ 2nþ lj j þ 1ð Þħ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

0 þ
o2

c

4

r
� 1
2
lħoc (4)

where E0 is the vertical confinement energy; i.e., the confinement
energy in the direction of the applied magnetic field. A typical
Fock-Darwin spectrum calculated using ħo0 = 40meV and
me = 0.070m0 is shown in Figure 3. It can be seen that the
radial quantum number n defines a series of occupancy en-
ergy levels that are analogous to the shells of an atom and
are hence often labelled as s, p, d etc. for this reason (33,37).

The most important feature of the Fock-Darwin description
when applied to PL experiments on QDs is that it is a single
particle approximation; i.e., the effect of the Coulomb inter-
action is neglected. This not only ignores the excitonic interac-
tion between electron and hole but also any electron–electron
interactions in the case of multiple occupancy. It has been
argued that the former, neglecting the excitonic nature of the
problem, can be resolved by assuming that the electron and
hole wave-functions have an identical form for electrons
Luminescence 2012Wiley & Sons, Ltd.
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and holes in equivalent levels n (44), in which case ħo0 becomes
the sum of the electron and hole confinement energies and the
reduced exciton mass is used to find the cyclotron energy rather
than the electron effective mass, and the exciton binding energy
as well as the band-gap are incorporated into the term E0, which
is then equal to the PL energy in zero magnetic field (45). This
definition of E0 will be applied from hereon in. Given that the elec-
tron effective mass is typically 10 x< than that of the hole and that
the valence band is much more complicated than the conduction
band with the presence of heavy- and light-hole bands with a
more complex dependence on strain, this is unlikely to be accu-
rate. A second approximation is the symmetry of the confining
potential, which gives degenerate excited states. In practice, this
symmetry can be broken by asymmetry in the shape of the dots
caused, for example, by elongation in one crystallographic direc-
tion in the plane of the sample (46) by piezoelectric effects (47)
or the asymmetry in crystallographic facets at opposite sides of
the dots (48). Accounting for such effects requires substantially
more sophisticated models that cannot be described analytically
and quite often require detailed information about themorphology
of the dots to be applied correctly. Nevertheless, the Fock-Darwin
approach provides a good first-order approximation description
of QD states in magnetic field even when the dots are multiply-
occupied (49).
Low-field and high-field limits

Just as in the 3D and 2D cases described above, for a QD in low
magnetic field; i.e., when the magnetic length is much > than the
size of the confined excitonwave-function (Bohr radius) in the plane
perpendicular to the applied field and the cyclotron energy is small,
an applied magnetic field provides a small perturbation, giving a
parabolic field dependence of the energy (diamagnetic shift) if
the Zeeman terms are ignored (50–52), as shown in equation (5):

ΔE ¼ e2a2B
8m

B2 (5)

On the other hand, in the high-field limit when lB is much smaller
than the zero-field Bohr radius and where the cyclotron energy is
large, the magnetic confinement of the exciton wave-function by
the applied field dominates, the spatial confinement in the plane
Luminescence 2012 Copyright © 2012 John
perpendicular to the applied field can be neglected and the
system becomes equivalent to a 2D system with a field applied
perpendicular to the plane. Hence, the energy shift is given by that
of the lowest Landau level as expressed in equation (6):

ΔE ¼ 1
2
ℏoc (6)

and is expected to be linear in B. Note that this neglects the field
dependence of the binding energy. For 3D, this is weak, going as
logB2 for B!1, while for two dimensions, it goes as √B (11,29).
This description is also borne out in Figure 1 where the exact field
dependence of the ground state energy of the hydrogen atom is
clearly seen to asymptotically approach the slopes of 1 and 2 in
the high- and the low-field regimes, respectively.
In between these two limits, there exists an intermediate field

regime (Fig. 1) where the magnetic field is neither weak nor strong
and is analyticallymost difficult to deal with. But clearly, the behav-
iour between the two regimes must be continuous and analytic
(there is no phase transition) and some interpolation can be used
to bridge the gap. In two dimensions, we mentioned that a Padé
interpolation scheme between these two regimes was introduced
by MacDonald and Ritchie (29).
Another interpolation was proposed by Janssens et al., who

numerically calculated the field dependence of the exciton
energy in a quantum disk (53). They found that their numerical
results were in good agreement with the empirical function
(54), as shown in equation (7):

ΔE ¼ bB2

1þ aB
(7)

For small fields (aB<< 1), this expression must reduce to
equation (5), from which it can be seen that b ¼ e2a2B=8m, while
at high fields (aB>> 1), (Eq. 6) is reproduced, hence b/a= eℏ/2m.
However, this expression has no real physical basis and no clear
advantages in terms of practical use over the Fock-Darwin or ex-
citonic model, which we will develop below. Indeed, it can be
readily shown that the Fock-Darwin expression also reduces to
equations 5 and 6 in the appropriate limits. If we restrict our-
selves to a single electron–hole pair confined in the dot (n= l= 0),
equation (4) becomes equation (8):

E ¼ E0 þ ℏ o2
0 þ

o2
c

4

� �1=2

¼ E0 þ ℏo0 1þ o2
c

4o2
0

� �1=2

(8)

In low magnetic fields (oc<< o0), we can use the binomial
series to expand the term in the square root. Keeping only the
first two terms in the expansion gives equation (9):

E ¼ E0 þ ℏo0 1þ o2
c

8o2
0

� 	
(9)

Thus, we find that in low magnetic fields, the Fock-Darwin
expression yields equation (10):

ΔE ¼ ℏocð Þ2
8ℏo0

(10)

which is clearly proportional to B2 via the cyclotron energy.
Indeed, by substituting equation (3) and B=ocm/e into equation
(5), we can rewrite it as equation (11):
Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/luminescence
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ΔE ¼ ℏocð Þ2
8 2EBð Þ (11)

from which we can conclude that ℏo0 = 2EB. It is trivially seen
that in high magnetic field (oc >>o0), equation (8) gives an en-
ergy shift that is identical to that of equation (6). These results
are significant since they demonstrate the underlying physical
equivalence of the Fock-Darwin approach to the excitonic ap-
proach. This can be understood by remembering that in an exci-
ton, the electron and hole are confined in a harmonic potential
that is generated by their Coulomb interaction. Similarly, the
enforced wave function overlap of electron and hole in a dot
increases the exciton binding energy.
Excitonic model

An alternative approach to the problem has been developed
that fundamentally differs from the analyses described above
in that, rather than having an extended intermediate field
regime between the high- and low-field limits, the system passes
directly from one to the other without any discontinuity in E(B) or
its derivative (55). Thus, we can write equation (12a):

E ¼ E0 þ e2a2BB
2

8m
for B⩽BC (12a)

and (12b)

E ¼ E0 þ E1 þ ℏeB
2m

for B⩾BC (12b)

where E1 is a constant required for continuity of the equations
and BC is the critical field at which the transition from low- to
high-field regime occurs. Imposing the condition of continuity in
the derivative at B= BC gives equation (13):

BC ¼ 2ℏ
a2

B
e

(13)

When rewritten in terms of the critical magnetic length lC, we
find lC = aB/√2; i.e., the high-field regime is reached when the
magnetic length is 1/√2 times the zero-field exciton Bohr radius.
Having determined BC, we can now impose the condition of con-
tinuity in E at B= BC and hence determine the constant E1 as
equation (14):

E1 ¼
e2a2BB

2
C

8m
� ℏeBc

2m
(14)

After substituting in equation (13) and some simple algebra,
this yields equation (15):

E1 ¼ � ℏ2

2ma2B
(15)

This expression is the binding energy of the 3D exciton as
defined by equation (3). It should be stressed that it does not
actually describe the binding energy of a confined anisotropic
exciton. This can be seen by considering the case of the field
applied perpendicular to the plane of a quantum well, which
in reality, is not very different to the situation for self-assembled
QDs where lateral confinement is typically weak compared to
Copyright © 2012 Johnwileyonlinelibrary.com/journal/luminescence
vertical confinement. Vertical confinement squeezes the elec-
tron and hole wave functions together, increasing their overlap
and binding energy. However, compression of the exciton wave-
function in the plane is only a by-product of the enhanced
Coulomb interaction due to vertical confinement for a 2D system
with the addition of much weaker lateral confinement for QDs,
making the excitonwave function strongly anisotropic (see section
on Electronic coupling of stacked quantum dots below). It is this
weak compression of the exciton wave-function in the plane that
is probed by the term in equation (15) in a typical experiment
when the field is applied in the growth direction; i.e., it does not
measure the actual binding energy of the confined exciton but
the lateral contribution to that energy. One should expect the size
of this energy to be greater, but perhaps not substantially, than the
bulk binding energy. Indeed, a lower value than the bulk binding
energy might be observed, indicating a spatial separation of elec-
trons and holes in the nanostructure compared with the bulk (see
section on Determining the band alignment in quantum dots
below). Finally, we return to our problem and obtain equation (16a):

E ¼ E0 þ e2a2BB
2

8m
for B⩽ 2ℏ

ea2B
or equivalently; lB⩾aB=

ffiffiffi
2

p
Þ (16a)

and (16b)

E ¼ E0 � ℏ2

2ma2B

þ ℏeB
2m

for B≥
2ℏ
ea2B

or equivalently; lB⩽aB=
ffiffiffi
2

p Þ

(16b)

This analysis has been successfully applied to high-field PL data
for a large number of semiconductor systems such as: InP QDs in
GaInP2 (55); InAs QDs in GaAs (56); InAs quantum wires in InP
(57); GaSb QDs in GaAs (58,59); InAs QDs in InP (60); GaAs QDs in
AlGaAs (38,39); weakly-ordered GaInP2 (61); InP QDs in GaAs (62);
Si nanocrystals in SiO2 (63); and Ga1-xInxAsyN1-y quantum wells
(64,65). Even though there are two regimes, a set of PL energies
as a function of magnetic field can be fit in a single process using
the equivalent expression expressed by equation (17a):

E ¼ a1 þ a2B
2 for B⩽BC (17a)

and (17b)

E ¼ a1 � a2B
2
C þ 2a2BCB for B≥BC (17b)

yielding three parameters: a1 = E0, BC, and a2 ¼ e2a2B=8m (diamag-
netic shift coefficient). Further manipulation of these parameters
can be applied to determine aB using equation (13) and m= eℏ/
4a2BC. It should be noted that when only the ground state
recombination is considered using this excitonic approach, the
Fock-Darwin formulism or equation (7) results in the same number
of parameters which is self-evident since, as we have shown, all
three approaches converge in the high- and low-field limits.

Photoluminescence experiments in high
magnetic fields

Optics in magnetic fields

Figure 4 shows a schematic diagram of a magneto-PL setup (66)
for a pulsed field laboratory (67). Although it looks quite compli-
cated, and indeed timing issues for magneto-PL experiments in
Luminescence 2012Wiley & Sons, Ltd.
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High-field magneto-PL of semiconductor nanostructures
pulsed fields do need to be quite sophisticated (as we discuss
below), the actual optical part is remarkably simple and generic
for DC and pulsed magnets. We will only discuss using optical
fibres to gain optical access to the sample space in the centre of
the magnet; the optics can be far from the magnet (even in a dif-
ferent room), which is a significant practical and safety advantage
for pulsed-fields setups where there is a risk of coils exploding. It is
also possible to work at much lower light levels before it is neces-
sary to turn the room lights off.

Light from a laser is first passed through a laser interference or
band pass filter to remove any unwanted fluorescence lines in
the case of a gas laser such as argon-ion or residual laser signal
at other wavelengths in the case of diode-pumped solid-state
lasers, followed by neutral-density filters to set the order of mag-
nitude of laser excitation power. It is then focused into an optical
fibre that carries the laser light to the sample by a microscope
objective. Note that this is the only lens in the optics. The laser
fibre is typically 200 to 250-mm core multimode high-OH fibre.
The lasers used for magneto-PL typically, but not necessarily, emit
in the green such that it is not necessary to use more expensive
low-OH fibre, while it is essential to use high-OH if exciting in
the UV. Output of a tuneable laser in the red or near-infrared
may also be used to excite the sample. PL, which is often in the
near infrared, is collected from the sample using either a bundle
of similar-sized low-OH fibres or a single 500-mm core fibre
depending on the detector used. It is important to optically isolate
the fibres from each other and from the outside world by using
heat-shrink sleeving to reduce fibre fluorescence in the PL collec-
tion fibres and avoid the room lights leaking into the fibres. The
fibre bundle should be glued without heat-shrink sleeving into
a length of metal tube to provide a leak-tight seal at the top of
the cryostat. It is also possible to place carefully selected optical
components in the cryostat between the fibres and the sample
such as a quarter-wave plate plus linear polariser to allow
distinction between left- and right-hand circularly polarised
light (31). It should be noted that using a multimode fibre pro-
duces a spot size on the sample that is ~ 1–2mm in diameter;
larger by an order of magnitude than is typical for PL experi-
ments using an optical cryostat. This has the advantage of
allowing more light to be collected for a given laser power
Luminescence 2012 Copyright © 2012 John
density, which is important in pulsed fields where photon inte-
gration times are short, but has the disadvantage that it is more
difficult to reach high laser excitation power densities. When
high excitation power densities are required, a lens can be in-
troduced at the sample end, although in that case, it is difficult
to simultaneously match the peak laser power density on the
sample with the optimal collection efficiency.
Figure 5 shows different designs for optical fibre bundles to

deliver laser light to the sample and collect the luminescence.
The choice of fibre bundle depends on the experiment in question,
especially the detector. The arrangement in Figure 5a is best suited
for a linear InGaAs diode array, such that the core diameter of the
collection fibre matches the pixel height, which is typically 500-mm
when used in combination with a 1:1 magnification imaging
spectrometer. Note that the numerical aperture for spectrometers
is smaller than for optical fibres, so not all the light emerging from
the fibre can be captured. When using a charge-coupled-device
(CCD), it is advantageous to arrange a number of collection fibres
in a vertical line in front of the entrance slit of the spectrometer,
which illuminates a large area of the CCD, thereby increasing the
signal without the need for wide entrance slits (Fig. 5d). At the
sample end, the easiest way to arrange a bundle of such fibres is
shown in Figure 5b. This is a very efficient arrangement for
collecting the PL but has the disadvantage that the laser light is
also reflected back up into the collection fibres, which can be
problematic in certain cases (see section on Origin of the lumines-
cence from Si nanocrystals below). In such circumstances, an
arrangement such as depicted in Figure 5c is preferred.
The magnetic field probes the electronic properties in the

plane perpendicular to the direction in which it is applied.
Typically and most conveniently, the sample is mounted hori-
zontally in the cryostat with the field applied in the z (growth)
direction such that the excitonic properties are probed in the
plane of the sample (Fig. 6a). This experimental geometry is
often called the Faraday geometry. The Voigt geometry shown
in Figure 6b requires the sample to be mounted vertically in
the cryostat, which is inconvenient. In addition, since the confine-
ment of the wave function in the z direction is typically much stron-
ger than in the plane; i.e., the wave function is strongly compressed
in the z direction, the diamagnetic shift of the PL is, according to
Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/luminescence
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Figure 6. Schematic diagram showing the sample mounted with a magnetic field
oriented (a) parallel to the growth direction (B//z), also called Faraday geometry
and (b), perpendicular to the growth direction (B⊥z), also called Voigt geometry.
Note that in the latter case, it may also be interesting to consider which crystallo-
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some in-plane anisotropy as is the case with self-assembled quantum wires (57)
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Figure 5. Schematic diagram showing the side and end-on views for different
designs of fibre bundles (a) to (c) (sample end), the choice of which depends on
the experiment, especially the geometry of the detector. The fibres should be
glued into a suitable holder (not shown) to ensure the correct configuration. In
(a) and (c), the tilted fibre on the left is the laser excitation fibre (green); in (b), it
is the central fibre in the bundle. If a bundle of collection fibres (red) is used, it
may be arranged in a line at the spectrometer entrance slit (d)
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equation (5), usually very small. By the same token, it is also very un-
likely that the high-field regime will be reached (Eq. 16b), meaning
that the effects of Bohr radius and reduced exciton mass cannot be
separated. Nevertheless, for certain experiments, it is interesting to
probe the extent of the wave function in the z direction (section on
Electronic coupling of stacked quantum dots below).
Pulsed magnetic fields

The discussion in the preceding section is applicable to mag-
neto-PL experiments in both DC and pulsed magnetic fields. In
Copyright © 2012 Johnwileyonlinelibrary.com/journal/luminescence
the latter case, there are additional considerations due to the
transient nature of the field pulse that make the experimental
setup considerably more complex. Before discussing this, it is
worth stressing that of all experimental techniques considered
for implementation in a pulsed field laboratory, PL is one of
the most straightforward. There are for example no issues with
field-induced voltages in sample wires or microphonic effects
associated with the violent nature of the experiment that can
plague transport experiments; as far as photons are concerned,
there is no difference between DC and pulsed fields. Precautions
need to be taken to avoid putting any metal parts on the end of
the sample stick; the lower part of sticks used in a pulsed field
facility should be made of other materials such as specialised
plastics, epoxy resins or ceramics. The only metal is in the wires
of the pick-up coil used to measure the magnetic field and those
connected to any temperature sensor. Note that the very tran-
sient nature of the field implies that it is sufficient to measure
the temperature of the sample before the pulse; one need not
worry about the temperature sensor’s response to the large
magnetic field.

The primary disadvantage of pulsed fields is the length of the
pulse, which is of the order of a few 10-s to 100-s of ms for a
non-destructive coil, depending on the facility, and the long wait
between pulses that can vary from a few minutes to several
hours depending on the length of the pulse and the peak field;
i.e., the energy dissipated. This means that it is essential to take
at least one complete spectrum in a pulse requiring the use of
multi-channel photon detectors (CCD or linear array). In addition,
since it is necessary to have a small field variation while taking
data, photon integration times are a few ms at most. Therefore,
the PL from samples should be bright and laser power densities
should not be low. In practice, this means that most III-V
compound semiconductor samples can be studied at low tem-
peratures with laser excitation power densities in the region of
1 Wcm-2. There have also been major advances in detector tech-
nology over the last 10–15 years resulting in: (i) substantially
faster CCDs, thereby removing the need use an image-intensified
CCD (ICCD) to have electronic shuttering (66) which improves
both the wavelength range and the quantum efficiency of the
detector; (ii) the advent of low-noise liquid-nitrogen or thermo-
electrically-cooled InGaAs linear diode arrays that extend the
possible wavelength range for PL in pulsed fields up to and
beyond the telecoms wavelengths of 1.3 and 1.55 mm; and (iii),
the invention of electron-multiplying CCDs (EMCCDs) capable
of amplifying the signal of very few photons above the intrinsic
electronic noise level of the CDD. Themain objective of this sub-
section is to discuss timing issues related to PL experiments in
pulsed fields with particular reference to this new generation
of fast and extremely sensitive detectors.

Figure 4 is a schematic diagram of the setup for a PL experi-
ment in pulsed magnetic fields. It looks quite complicated, with
many connections between the different pieces of kit and two
computers. Two computers are necessary due to the large
nature of the infrastructure of such a facility, typically occupying
several rooms and because a single central computer is required
to control the capacitor bank that serves a number of magnets
for reasons of safety. The second issue is that, because of the
extreme nature of the experiment in terms of the currents, vol-
tages etc. involved, the exact time of the start of the pulse after
pressing the ’fire’ button cannot be accurately predicted; as a
result, it is necessary to have a sequence of trigger pulses to
ensure a successful experiment. Hence, a typical sequence of
Luminescence 2012Wiley & Sons, Ltd.
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events is as follows: 1) an arbitrary waveform generator is pre-
programmed with one or more trigger pulses to control the
point(s) during the pulse at which photons are counted; 2) the
voltage on the bank that determines the peak field of the pulse
is chosen and the bank is charged; 3) the user presses the ‘fire’
button; 4) a pre-trigger signal is sent to the detector; 5) after a
pause to allow the detector to do any pre-exposure housekeep-
ing, the fire signal is sent to the capacitor bank; 6) the actual start
of the pulse is detected via a large voltage spike in the pick-up
coil placed close to the sample in the magnet (Fig. 7). This trig-
gers the transient recorder that measures the voltage from the
pick-up coil. This signal is later integrated to determine the mag-
netic field. The transient recorder also sends a trigger to the
arbitrary waveform generator; 7) the arbitrary waveform genera-
tor sends the pre-programmed trigger pulse(s) to the detector;
and 8), the detector sends a pulse or series of pluses for multiple
exposures back to the transient recorder so that the actual shut-
ter sequence can be recorded. Note that the exact details of this
sequence depends on the detector and the number of spectra
to be taken; i.e., PL intensity. If a linear array is used, then it is
necessary to read each spectrum immediately after counting
the photons during the pulse, which typically introduces a
minimum delay of 0.5ms between spectra. For a CCD, which is
a 2D array, readout is slow, so this must be done when the
experiment is finished. Furthermore, unlike the InGaAs linear
diode array, a CCD cannot be switched off, so it is necessary
to vertically shift the charge in the rows very quickly by use of
a fast CCD.

With a sophisticated sequence of control signals such as the
one described above, it is possible to accurately design a
sequence of exposures to extract the maximum possible
amount of data out of each pulse and therefore make the exper-
iment very efficient. An example of this is shown in Figure 7 for a
series of 17 0.5-ms exposures using an InGaAs linear diode array
with a readout time of 0.5ms. A complete experiment would
consist of a few pulses with different peak fields (bank voltages)
to get good coverage of the whole field range from 0 to 50 T.
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Figure 7. Shutter sequence for 0.5-ms exposures (green hashed areas in the
central part of the figure) at 17 different field values for an InGaAs linear array
with 0.5-ms readout time as detector. The solid line (blue curve) is the voltage
from the pick up coil from which the magnetic field is determined. In this figure,
the magnetic field shown (black dashed line) is the mean value at any given
point averaged over a period of 0.5ms (the exposure time). The dot-dashed line
(red) is the standard deviation in field over the 0.5-ms period divided by the
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for the exposures during the pulse, 5% in this case (indicated by the red
horizontal dotted line), defines the number of spectra that can be acquired
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With a shorter exposure time, more spectra can be taken, but
even in the limit of zero exposure time, a maximum of 50 spectra
can be taken with the InGaAs detector in a 25-ms pulse like the
one in Figure 7. This is not the case for a CCD, where it is possible
to take a large number of spectra by reducing the exposure time
and number of rows of the CCD that are illuminated. Figure 8
shows a colour contour plot for a series of 127 spectra taken
by illuminating 8 rows of a frame transfer CCD and count time
of 200ms/spectrum. Under such conditions, the disadvantage
of short photon integration times becomes a significant advan-
tage; an entire experiment in 25ms.

Illustrative examples
In this section, we illustrate the previous discussion of the theory
and experimental techniques with four examples from four differ-
ent materials systems. The examples are chosen to demonstrate
how magneto-PL can be used to elucidate different physical phe-
nomena in semiconductor nanostructures such as: band offsets in
QDs; electronic coupling of stacked QDs; the origin of PL from
nanocrystals; and novel effects in type-II QDs. Further details of
these investigations can be found in the relevant references.
Besides these, there are numerous other phenomena and a vast
body of work on for example, GaAs quantumwells, self-assembled
QDs, and II-VI nanoparticles that are so large that it is impossible to
discuss them in this review. Many of them have already been dis-
cussed in previous reviews or book-length studies (8,68).
Determining the band alignment in quantum dots

After the energy gap, the value of the conduction band minimum
with respect to a clearly defined zero of energy (vacuum level) is
an important parameter for any semiconductor. According to
Anderson’s rule, this quantity, called the electron affinity w, allows
the positioning of the conduction band minima and eventually
the valence band maxima of different semiconductors on the
same energy scale (30). The nature of the band alignment at the
interface of two semiconductors forming a heterojunction is a
determining factor for the electronic and optical properties of het-
erostructure devices, and thus is of crucial importance.
Figure 9 shows two of the many possibilities that can occur

when a few monolayers of material B are sandwiched between
other materials. Depending on the sign of the conduction and
the valence band offsets at the interface, it is easily appreciated
that only under particular circumstances will both electrons and
holes be confined within the thin layer of material B. This situation
is depicted in Figure 9a and corresponds to what is called a type-I
or straddling band alignment. Alternatively, the situation depicted
in Figure 9c might also occur, where only one type of carrier (elec-
trons in Fig. 9c, but it could be holes) will be confined in the thin
layer of the material C, whereas the other type will be repelled
away from it. This is called type-II or staggered band alignment.
While in the case of simple heterojunctions and quantum wells,

there exists well-established electrical characterization methods to
determine the type of band alignment, and indeed the relative
alignment between most pairs of commonly used semiconductor
materials is now known to high precision, for QDs this is not
always easy. This is because the process of self-assembly respon-
sible for the formation of QDs through the Stranski-Krastanow
growth route involves a complex interplay of strain relaxation
and a high probability of alloying due to inter-diffusion of material
across the interface. These effects affect the position of the
Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/luminescence
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Figure 8. Colour contour plot of PL from InP/GaInP2 self-assembled QDs as a function of magnetic field. The entire dataset of 127 spectra was taken in a single 25-ms pulse
by illuminating just 8 rows of a frame transfer EMCCD with 512 columns (total of 65,024 data points). The laser power was 100mW, temperature 2.2 K, and integration time
200 ms. The upper panel shows spectra taken with the field sweeping up and the lower panel with the field sweeping down. The white and black dots represent the centre
of mass of the peak for the up and down sweeps, respectively. These are offset from the intensity maxima due to an asymmetry in the peak. The data were taken at 2.2 K in a
superfluid He bath cryostat to minimise noise from bubbles. This source of noise can be observed in the modulation of the intensity of the down data as a result of heating
from the magnetic field pulse. Nevertheless, as can be seen from the excellent correspondence of the black and white dots, the centre of mass was unaffected
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Figure 9. Schematic depiction of an exciton in bulk material (b) and QDs with type-I and type-II band alignment. Material combination B/A (a) has type-I alignment
(e.g., InAs/InP and possibly InP/GaInP2), whereas B/C (c) has type-II band alignment (e.g., InP/GaAs). Type-I confinement results in a decrease in the exciton radius and
an increase in the exciton binding energy. For QDs with type-II band alignment, the exciton binding should be weaker and the radius larger compared to the bulk values,
while the emission energy can be smaller than the band gaps of either of the two materials
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conduction and valence band levels in the QD and, hence, it is not
easy to predict the value of the band offsets even if the positions
of the conduction band minima and valence band maxima are
well established for the corresponding bulk materials.

If material B is InP, then material A in Figure 9a might be GaInP2
and material C in Figure 9c might be GaAs. Specifically for InP QDs
in GaAs, it was theoretically predicted that they confine neither
electrons nor holes (69), whereas experimental reports assumed
a type-II band alignment (70). It is obvious from Figure 9 that the
exciton size and binding energy in the same material (InP) will
be a strong function of the heterostructure boundary conditions.
Copyright © 2012 Johnwileyonlinelibrary.com/journal/luminescence
In type-I QDs, excitons will be squeezed to a size smaller than their
bulk value whereas in type-II systems, the excitons will be larger
since the electron and hole are spatially separated by the stag-
gered band alignment. Hence, magneto-PL is an excellent tech-
nique to settle the issue of band alignment (62).

Figure 10 demonstrates how the discussion on analytical
models is put into practice and how magneto-PL data can be
used to find the exciton size. The data (blue circles) show the
field-dependence of the PL peak energy for InP/GaAs QDs
grown by metal-organic vapour-phase epitaxy (71). The solid
line is a fit to equation 16, while the dotted and dashed lines
Luminescence 2012Wiley & Sons, Ltd.
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High-field magneto-PL of semiconductor nanostructures
show continuations of the parabolic low-field fit (Eq. 16a) to high
field and the linear high-field fit (Eq. 16b) to low field, respec-
tively. This figure demonstrates that the excitonic model devel-
oped earlier provides a good description of what is observed in
experimental data and is entirely typical. The crossover between
the two regimes is well-defined in the exciton model and
directly gives the exciton size in the plane perpendicular to the
applied field; 15 nm in this case. The difference between the
zero-field PL peak energy and the extrapolation of the high-
field linear dependence to zero field gives the corresponding
binding energy. Table 1 compares these values with those
for excitons in bulk InP and type-I InP/GaInP2 QDs. It can be
Table 1. Comparison of exciton parameters in InP under
different boundary conditions. An experimental value for the
binding energy in InP/GaInP2 was not available since insuffi-
ciently high magnetic fields were applied to reach the high-
field regime, but given the tiny diamagnetic shift, it is likely
to be substantially larger than in the other cases

Diamagnetic shift
(eVT-2)

Bohr radius
(nm)

Binding
energy
(meV)

InP/GaAs
QDs

42.4� 0.5 15.0� 0.1 1.5� 0.1

Bulk InP 40a ~ 12b 4.8� 0.2c

InP/GaInP2 2-5d 2.7-4.3b —

ade Godoy MPF, Nakaema MKK, Iikawa F, Carvalho W, Ribeiro
E, Gobbi AL. Biaxial stress ring applications to magneto-opti-
cal studies of semiconductor films. Rev Sci Instrum
2004;75:1947–51.
bEstimated from the diamagnetic shift using 0.08m0.
cNam SB, Reynolds DC, Litton CW, Collins TC, Dean PJ, Clarke
RC. Free-exciton energy spectrum in InP in a magnetic field.
Phys Rev B 1976;13:1643–48.
d(55) and Sugisaki M, Ren H-W, Nair SV, Nishi K, Masumoto Y.
External-field effects on the optical spectra of self-assembled
InP quantum dots. Phys Rev B 2002;66:235309.
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seen that all parameters (diamagnetic shift, Bohr radius, and
binding energy) show that the excitonic binding is weakest
for InP/GaAs QDs and even weaker than in bulk InP. This
can only be the result of spatial separation of electron–hole
pairs, leading to the conclusion that InP/GaAs QDs have
type-II band alignment.
Electronic coupling of stacked quantum dots

Self-assembled QDs are spontaneously formed with areal num-
ber densities of ~ 1010 cm-2 in a strain-driven process when a
few monolayers of a semiconductor material are deposited on
the surface of a semiconductor with a different and typically
smaller lattice constant (72). InAs on GaAs is easily the most
common example. Subsequently, the dots should be capped
with more of the substrate material to study their optical and
electronic properties or to incorporate them in a device. It is also
possible to grow stacked layers of QDs and, if the capping layer
is not too thick, vertically aligned dots (73). This vertical align-
ment is also a strain-driven effect: tensile strain of the capping
layer due to the underlying dots generates preferential sites
for the formation of dots in the upper layer (74). If the interven-
ing capping layer is sufficiently thin, then the dots could become
electronically coupled due to quantum-mechanical tunnelling of
the wave function through the potential barrier caused by the
cap. Such a system can be described as a quantum dot molecule
(75). Electronic coupling of quantum-dot bilayers or multiply
stacked layers is not only an interesting tuneable physical
system but has a number of applications in, for example, quan-
tum information processing (76), generating highly-efficient
intermediate-band solar cells (77) using 3D arrays of electroni-
cally coupled QDs, providing a seed layer for growth of dots
for narrowing the inhomogeneous broadening and generating
long-wavelength emission (78) and improving the performance
of QD lasers (79,80).
The question is therefore: how can we know if vertically-aligned

pairs or stacked dots are electronically coupled? Magneto-PL can
provide a definitive answer (81). Since it directly probes the extent
of the exciton wave function and self-assembled QDs are typically
very flat; i.e., carriers are strongly confined in the growth direction
(dots are typically a few nm’s high) and much less confined in the
plane of the sample (dots are typically a few tens of nm’s in diam-
eter), electronic coupling will increase the extent of the wave func-
tion in the growth direction by several hundred percent. This can
be investigated by applying the magnetic field perpendicular to
the growth direction in the plane of the sample (Voigt geometry).
Figure 11 shows zero-field PL spectra for a single layer (sample A)
and a series of ten-fold stacked layers of InAs/GaAs QDs with inter-
layer distances of 9.8, 5.5 and 3.1 nm (samples B, C and D, respec-
tively). The samples were grown by molecular beam epitaxy at
the University of Nottingham. It can be seen that there is a
systematic trend of lower PL energy going from the single layer
sample to the stacked layer samples with reduced layer separation.
In particular, there is a large decrease in PL energy (~ 79meV) when
going from an interlayer separation of 9.8 to 5.5 nm. This might be
taken as evidence for the onset of electronic coupling but is
certainly not proof. The redshift may equally be the result of strain
relaxation (82,83). Indeed, there is a significant redshift of an
additional 40meV as the interlayer distance is reduced by only
2.4 nmbetween samples C and D. It is difficult to explain both shifts
exclusively in terms of the onset of electronic coupling. In fact, it
has been shown that either a red or blue shift (83,84) can be
Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/luminescence
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observed when decreasing the layer separation of stacked dots
and that PL energy is affected by electronic coupling, strain, indium
segregation and Coulomb interaction (85), or by an increase in size
as a by-product of the stacking (86).

With this in mind, we now turn to the magneto-PL. Figure 12a
shows the PL energy with the field applied parallel to the growth
direction z (B//z, Faraday geometry). The result seems rather unin-
teresting; besides the change in the zero-field PL energy, the data
for samples A to C seem almost indistinguishable. Indeed, the
total size of the shift between zero and 50 T was 18.9, 18.7 and
18.2meV for samples A, B and C, respectively. Only sample D
was different, with a substantially increased shift of 28.8meV over
the whole field range. This change was the result of a smaller
reduced mass for the exciton, which can be inferred from the
increased gradient at high fields (see Eq. 6) brought about by a
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Figure 12. Magneto-PL data for the samples in Fig. 11 with magnetic field ap-
plied (a) parallel to the growth direction (B//z) and (b) perpendicular to the growth
direction (B⊥z). The symbols are the experimental points and the solid lines are fits
to Equation (16). The arrows mark the transition from the low-field regime (blue
data) where the PL energy has a parabolic dependence on magnetic field to the
high-field regime (red data). There seems to be little change in the data for the dif-
ferent samples with B//z, but a striking change in B⊥z data as we go from sample B
(9.8 nm layer separation) to sample C (5.1 nm layer separation). For samples A and
B and B⊥z, the data is parabolic to the very highest fields, indicating that the exci-
ton wave function was strongly compressed in the growth direction due to the flat
geometry of the dots. For samples C and D, the high-field regime was reached at
very low fields, demonstrating a massive expansion in the vertical extent of the
wave function due to electronic coupling
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reduction in the strain in the dots (81,82). More interesting is the
equivalent data with the field applied in the plane of the sample
(B⊥z, Voigt geometry) shown in Figure 12b. The field-induced
shift for samples A and B are very similar to each other but
remarkably different from that in Figure 12a, being about 50%
smaller. More significant is that the data is parabolic in B over
the entire field range, meaning that the high-field regime is not
reached. As mentioned above, this is quite normal for a single
layer of self-assembled QDs due to their typically very flat geom-
etry. We therefore conclude that the exciton wave functions of the
dots in sample B are similarly compressed in the growth direction,
and that for interlayer separations of 9.8nm the dots are not elec-
tronically coupled. The behaviour of samples C and D are quite
different. With B//z the magneto-PL data for samples B and C
are almost indistinguishable, whereas the total shift for sample C
with B⊥z is almost double that of sample B. The B⊥z data for sam-
ples C and D is very similar to B//z; the shift is relatively large and
there is clearly a high-field regime where the shift is linear with B.
This is direct proof of a large increase in the vertical extent of the
exciton wave function as a result of electronic coupling.
Origin of the luminescence from Si nanocrystals

P. Ball (87) stated that ‘The information age suffers from a split
personality’. While Si is the basis for the processors and memo-
ries used in the microelectronics industry, its indirect band-gap
makes it an intrinsically poor emitter. For this reason, the pho-
tonics industry relies on III-V compound semiconductors that
have a direct band gap to make lasers and light-emitting diodes.
This incompatibility between the partners of information and
communication technology is an issue that is becoming even
more pressing with the desire to bring low-cost ultrafast optical
broadband to the home and push datacoms into the Tbs-1

range, thereby applying significant pressure to co-integrate elec-
tronic and photonic function at chip level. Thus, the observation
of visible luminescence at room temperature from porous Si in
1990 generated a considerable amount of interest (88,89). Al-
though the thrust of the research has now moved to the study
of Si nanocrystals embedded in an SiO2 matrix (90), in the two
decades since the initial discovery, a debate has raged about
the microscopic origin of the luminescence (91): is it a result of
quantum confinement (QC) in nanocrystalline Si (92–94) or is it
due to optically active defect states at the Si/SiO2 interface?
Clearly, it has been difficult to distinguish between the two
mechanisms. Decreasing the size of a nanocrystal will not only
change the energy of quantum confined states but also
increases the surface to volume ratio, and it believed that the in-
terface states are influenced by nanocrystal size (95,96) follow-
ing the band gap widening, for example (97).

It was recently shown that a large magnetic field can be used to
unambiguously distinguish between the two mechanisms (63).
The idea behind the experiment is similar to that presented in
the previous section; i.e., using the field to test if the extent of
wave function under investigation is large or small. Here, however,
large (corresponding to QC) means just a few nm’s and small
(corresponding to a defect state) means< than 1nm. In practice,
this means detecting a diamagnetic shift that is somewhere
between almost nothing (~ 1meV) and nothing. This is made
worse by the fact that: i) the PL peak is extremely broad, with a
full-width at half-maximum of 300meV; ii) the PL from Si
nanocrystals is extremely weak compared to III-V semiconductors;
and iii), it coincides with the fluorescence signal from the optical
Luminescence 2012Wiley & Sons, Ltd.
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fibres (Fig. 13), which is particularly strong for this experiment
because it is necessary to excite the sample with UV. Developing
measures to counteract these challenges took considerable effort.
Eventually, those chosen were the purchase of a highly-sensitive
EMCCD camera, inserting a break in the laser fibre just above
the top of the cryostat so that a UV band-pass filter could be
inserted to reduce the fibre fluorescence signal, and mounting
the sample at an angle of 8� (Fig. 13). This was used in combina-
tion with the fibre bundle design shown in Figure 5c and
arranged so that the angles added to minimise back-reflection
of laser light into the seven collection fibres. In addition, since
PL was weak, it was only possible to take data at the peak of
the field pulse with a photon integration time of 5ms; i.e., one
field data point per pulse. To counteract the effects of thermal
drift for such an extended experiment and any issues with me-
chanical realignment due to the violent nature of the experiment,
the diamagnetic shift was defined as the difference between the
centre of mass of the PL as measured for each field pulse and
the average centre of mass of PL spectra taken before and after
each pulse.

Figure 14 shows the field dependence of the centre of mass of
the PL from Si nanocrystals in SiO2 produced by Zacharias et al.
(98) (now at Helmholtz-Zentrum Dresden-Rossendorf) via the
decomposition of a SiO/SiO2 superlattice by high-temperature
annealing. Figure 14a shows data for an as-annealed sample.
There is no clear diamagnetic shift, which leads us to conclude
that the origin of the PL is defect related. The presence of
defects in the sample was also directly verified using electron
spin resonance (ESR). Note that although none of the defects
identified by ESR were PL-active, this does not exclude the pres-
ence of PL-active defects. The next step was to passivate the
sample with hydrogen to remove the defects, as verified by
ESR. The effect of this on the magneto-PL was remarkable.
Figure 14b shows that the passivated sample had a very clear
diamagnetic shift consistent with a parabolic field dependence
and QC as the origin for the PL. By assuming a reduced exciton
mass of 0.2m0, a wave function extent in the plane of the sam-
ple of 4.9� 0.1 nm was extracted. It should be noted that this
was significantly> the 3 nm diameter of the nanocrystals deter-
mined by high-resolution transmission electronmicroscopy (63), a
difference that can be attributed to leaking of the wave function
Increasing 
angle

Figure 13. Zero-field PL from Si nanocrystals in a SiO2 matrix. The high energy tail
is the result of fluorescence from the optical fibre and can be reduced by a series of
measures, for example by mounting the sample at an angle so that the UV laser
excitation light is not reflected into the collection fibres
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through a sub-oxide layer (99). In the final stage, the sample
was irradiated with UV to re-introduce the defects via the
Stæbler-Wronksi effect (100), again verified by ESR. The result
of this treatment on the magneto-PL is shown in Figure 14c:
the diamagnetic shift disappeared and defects were the origin
of the PL again. Hence, besides showing that magneto-PL can
distinguish between the two mechanisms, it also demonstrated
that both can give rise to PL, that the defect-related mechanism
dominates, and that it is possible to switch between the two at
will in a single sample. The same idea was subsequently used
to establish that the emission from InN (another promising
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Figure 14. Shift of the centre of mass of PL (ΔECM) from a Si/SiO2 nanocrystal sam-
ple as a function of magnetic field. The error bars are the mean of the absolute dif-
ference in the centre of zero-field spectra taken before and after each pulse. (a) As-
annealed sample, (b) after passivation with H, and (c) after subsequent irradiation
with UV. The dotted lines in (a) and (c) are the average PL energy over the entire
field range, while the solid line in (b) is a fit to Equation (5)
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material) was primarily defect related since the measured
diamagnetic shift was smaller than that expected from conven-
tional excitons (101).
Excitonic Mott transition in type-II GaSb/GaAs quantum dots

The final example is GaSb/GaAs QDs. In common with InP/GaAs
QDs discussed above, it is a type-II system, although of the op-
posite kind; i.e., the holes are confined and the electrons are free
(102). GaSb/GaAs has been much more intensively investigated
than InP/GaAs due to its deep confining potential for holes
(58) and resulting potential applications in memories (103),
lasers (104) and solar cells (105). There have also been a number
of investigations of GaSb/GaAs QDs in high magnetic fields
(58,106,107), but here we concentrate on a particular set of
experiments that not only used high magnetic fields to probe
the nature of excitonic state but also to modify that state,
demonstrating the observation of Mott transitions.

The sample, which consisted of a single layer of GaSb QDs in a
GaAs matrix, was grown by metal-organic chemical vapour depo-
sition at the Technical University of Berlin. Figure 15 shows the
zero-field PL at different laser excitation power densities and a
temperature of 15 K. It can be seen that as the laser power
increased, the QD peak at ~ 1.1 eV at low power blueshifted and
broadened such that it started to merge with the more intense
wetting layer peak. The blueshift is characteristic of type-II systems
and is the result of a combination of band-bending (108) due to
charge separation and capacitive charging (109,110). We concen-
trate, however, on the broadening, which is indicative of a Mott
transition (111) from a localised excitonic state where the uncon-
fined electrons are bound by the Coulomb interaction to holes
confined in the dots (58) to a metallic state, where a high
photo-excited electron density screens the electrons from the
positively charged dots forming a one-component plasma. Sup-
port for this assertion comes from the inset in Figure 15 that com-
pares low-power QD PL peak at low and high temperatures and
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high field. No change in linewidth was observed, demonstrating
that the broadening observed in the main part of the figure was
not the result of heating due to the high laser-excitation power.

Proof that this was the case is provided by measurements in
high magnetic fields. Figure 16 shows the exciton binding
energy and radius, as determined by fitting the magneto-PL data
to Eq (16). It can be seen that as the laser power increased, there
was a decrease in the binding energy and a corresponding
increase in the exciton radius, both of which are features of a
steady reduction in the strength of the binding between elec-
trons and holes. It should be noted that such an effect is com-
pletely excluded in type-I QDs where electrons and holes are
co-located in the same small volume, although observation of
a Mott transition was reported in type-I quantum wires (112).

Figure 17 shows how a high magnetic field can also be used
to actually modify the physics of the system as well as probe
it. The left-hand panel shows the PL energy as a function of mag-
netic field for different laser powers. At low laser power (Fig. 17c),
the magneto-PL data followed the usual parabolic and then
linear field-dependence expected for excitonic behaviour. At
high laser power (Fig. 17a), the PL energy increased linearly with
field at low laser power, indicative of free electrons; i.e., a metal-
lic state, but at ~ 15 T, there was an unexpected change and the
field dependence became parabolic. This is attributed to a field-
induced Mott transition in which the magnetic field reduces the
wave function extent of the electrons in the plasma, such that
they feel the localising potential of the holes that are confined
to the QDs; i.e., it reduces the screening and magneto-excitons
are formed, effectively diluting the system (32). The relationship
between the two forms of Mott transitions are illustrated in
Figure 17d, which shows the QD PL line-width as a function of B
for different laser powers. Equating a broad PL line to a metallic
state and a narrow line to an insulating state, Figure 17d can be
viewed as a metal-insulator phase diagram for this system. At
low laser power (0.2 Wcm-2), PL line-width was always narrow, in-
dicating an excitonic insulating state. At high power (10 Wcm-2)
and zero or low magnetic field, the line was broad (metallic state)
but as B is increased, electrons became increasingly localised, the
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line width decreased, and the system again headed towards the
insulating state.

In closing, we make two further interesting observations. The
first is that it was previously reported that increasing laser power
increases the binding of electrons (58) to GaSb/GaAs QDs; i.e.,
the exact opposite of what we described here. This apparent
contradiction was resolved in a recent study where both effects
were observed in two slightly different samples and can be
explained by subtle differences in the relative strengths of the
electron–electron (screening) and electron–hole interactions
(106). In samples where the morphology allows the electrons
to get close to GaSb nanostructures, the electron–hole interac-
tion dominates and increasing in the photo-excited carrier
density by turning up the laser power results in more-strongly-
bound excitons. On the other hand, where the carriers were
repelled from the dots, for example by strain in the surrounding
GaAs (58), the electron–electron interaction (screening) domi-
nates and increasing the laser power weakens the excitonic
binding. The second observation is that we showed that the ap-
plication of a magnetic field can actually modify rather than just
probe the system. This was also seen in magneto-PL experi-
ments of InAs/GaAs QDs (113) where it was shown that at
temperatures above 100 K, the application of a magnetic field
noticeably increased the effective confining potential of the dots
but in a way that depended on dot size, weighting the response
of the PL to magnetic field increasingly towards that of smaller
dots as the temperature was increased. In such situations, inter-
pretation of magneto-PL data needs to be approached with
care. Generally, we expect the application of a magnetic field
to change the exciton binding energy. This effect will be small
when both electrons and holes are strongly confined, but it is
not explicitly included in any of the analytical descriptions of
the PL from QDs in high magnetic fields.
Luminescence 2012 Copyright © 2012 John
Conclusions
Photoluminescence in high magnetic fields is a versatile and
powerful tool for the investigation of semiconductor nanostruc-
tures in a very wide range of materials systems. It can reveal
insights into the nature of confinement and the interaction
between confined carriers that cannot be gained using other
techniques. A rigorous treatment of the physics behind such
experiments is a largely intractable problem that requires so-
phisticated numerical approaches that also take into account
the detailed morphology of the samples under investigation, in-
cluding effects of shape, composition and strain, as well as the
complex physics of bound electron hole pairs in magnetic fields.
Such approaches have thus only been used in a few cases. How-
ever, the majority of experiments are performed on large
ensembles of quantum dots probing the average response,
and approximate analytical analyses of such data are thus able
to reveal the key physics, principally based on the notion that
the magnetic field provides a length scale to probe the exciton
wave-function extent, the latter of which may be determined
by spatial confinement, the Coulomb interaction, or a combina-
tion of the two.
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