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INDI.AN INSTITUTE OF SCIENCE EDUCAf,ION & RESEARCH KOLKATA

Mathematical Statistics - I (ID4105) - Final Exam

Date: 27th Novembe4 2018 Duration: 3 hours

Maximum points that you can score is L00. Good luck!

Question 1 (10 points)

Considerasequence of randomvariables {& , n ) 1}, where Xn - N(0,n-o) foreachz ando > 0 is a

fixed number. Show that X" converges to zero almost nrely.

F{in* For arandomvaiable Y - N(0, o2) and,any integer m ) l,E(Y2^) : crno2m,where c^ > A. Use the

factP(lYl > e) - P(Yzm > e2^) alongwithMarlav'sinequality.l

Question 2 (30 points)

LetX1, Xz,...,XnN unif(0,1),where 0 e (-m,1). wewanttotestthehypothesisthat.Els: d:0versus
H1:0 < 0. For this purpose, we wish to use the test

Reject Hs if X(1) < k.

(a) Determine k such ttrat the level of the above test will be exactly equal to o e (0, 1).

O) Calculate the power function of the test in part (a).

t41

t81

n
(c) Derive the most powerful test for Hs : 0: 0 versus H1 : 0: 0r, where 0r ( 0. Denote the test function
by d(x). t81

(d) Is the test derived in part (a) the uniformly most powerful (uMP) test for Hs : 0: 0 versus H1 : 0 < 0?

Justify your answer. Is the same condusion tme for the test derived in pan (c)? tf yes, why? tf no, can you
slightly modiff the region [d(X) : 1] so that the resulting test becomes UMP? ttol
lHint: For the last part, Iook careful$ at the termP6rl6(X) : 1l when calculathg the powenf

Question 3 (50 points)

Let X1,X2, ...,Xn'S x(e,1), where 0 e lR is an unknown parameter. we want to estimate o(0), where (Ii
is the cdf of N(0, 1). Denote X : (Xr, X2, . . . , Xn\T .

(a) Show ttrat d(X) :: 1(Xr > 0) is an unbiased estimator of O(A). pl
O) Show ttrat the joint distribution of X1 and 7 :: n-L DL, X, is a bivariate Normal distribution. Find
its parameters. t6l
(c) Use the joint distribution obtained in pan O) to find 

"(X) 
: E[d(X) | Xl in terms of iD. tS]

(d) Find Ed["(x)]. Suppose ttrat a(X) is some other estimator of o(0) (ditrerent from 
"(x)) 

such that

#
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Ea[rl(X)l : O(P) for all 0. Show that Vara(f(X)) < Varp(a(X)) for all 0. Gan equalrty hold for all0? t7l
(e)FindtheMLE,say,5,,, of Q@). Findthevarianceofthelimitingdistributionof 1fn{5"-0(q}. t61

(f) Suppose that we want to estimate @(0), where d is the pdf of N(0,1), i.e., Q : ilt. It is known ttrat

Vn :: a*Q (a*4 is the LIWUE of S@),where an : y@. Use part (e) to show that

yary(v,a).ry Yn>L k V0e IR. t4t

Flinr Simplify d@\.1

Question 4 (30 points)

,a Let Xt,X2,...,xnN f^@): l-1exp(-r/,\)1(r > 0), where ,\ > 0 is an unlmown parameter. we want
r- I to test I/s : ,\ : )o venius Ht: ), # \0.

(a) Show that the likelihood ratio test (I^RT) for the above problem rejects the null hlpothesis if X > 
"tORN < c2, where 7 : n-rD!=rXn, and c1, c2 attr.-some constants. t61

(b) Witttout using wilks' theorem, find one set of c1 and c2 sudr that *re level of the LRT is asymptotically
(i.e., as lz -+ m) equal to CI € (0,1).

lHint: You may use thefacts thct E1[X] : \ and. Varl(X) : .12.I

(c) Show that the power of the test that you derived in part O) converges to 1 as ?z

171

+ oo for any fixed

a\

I l,\0. ts]
(d) Under the alternative hypothesis, consider the sequence of values of .\ given by lr, : )o * n-L/2, i.e.,
the "alternatives shrink towards the null'. Int gn be the power of the test when ,\ : ),r. Show that pn

converges to some value B > a as ?z + oo. Do the same calculation for ,\r, : h+n-|/a and ,\r, - Asln-L/a.
What do you ftink is the reason for the behaviour that you obsenre in these three sinrations? t12I

lHint: You may use the fact that under aII of the above sequence of alternativa, ,fr,(X - \n) / \. converges in
distribution to N(0, L) as n + oo.l

Question 5 (10 points)

Suppose that X and Y are two random rmriables wittr finite variances zuch that
(i) EIXI : lElyl, and

(ii) for some p I 0 and all e, gr € IR,

E[X lr:yl:9y and E[}/ lX:"1:fr.
Show that lF(X : Y) : 1.

lHint: Finil the value of p. Then, find. E[(x - Y)2] by ushg anditional eqectation on X as weII os on y.f

_ END OF THE EYAM _
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