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MA5104: End Sem Exam

F\rll Marks: 50

29.11.2018

1. Let {Xr}p, be a time series with finite second moments. Define

r (0, ifn.:l
^': lpr-rx' otherwise,

where Pr-1X, is the best linear predictor of X* based on Xr,. . . , Xn_r.

(a) write Innovation rv, as AX' where .4 is a lower triangular matrix
and X, : (Xr, ...,Xn),. 

tB]

(b) Write -i, intut-r of fv,. tZ]
(c) Using second part, prove that

o' -lo, ifn:O,
^"*t : Itt rln,i(xn+t,i - tn+r,i), otherwise,

for appropriate d's. l2l
(d) Prove that, for 0 ( k < n,

cov(.i,11, Xr+r. - &*r) : cov(X,11, X*+r - fo*r).

t3l

2(a) state explicitely all the assumptions (other than normality) of a general
linear state space model grven by

Yt : Gtat *\Mr
or+l : Ftat +Yt,

forf:I,2,.... 
tB]

(b) Show that V1 is uncorrelated with c" and y", for 1 < s < t. t2l
(c) Show that Ws is uncorrelated with y", for 0 < s < t.
(d) Consider a MA(2) process as

Yt:ZtlfiZ;1 *022p2,

wherc 21- WN(O, o2). Represent the MA(2) process as a statespacemodel. - 
t3l

A



3. Recall in Kalman prediction we have the notation Pt-{at)::6t as the
best linear predictor of ct based on observations Y1 , . . . , Yr- r .

(a) Usyng the general form of linear state space model prove that Ps- 1 (Yr ) :
Gr6r.

(b) Using the fact that P1(.) : 4-r(') + P('lIr), where It :Yt - Gtdt.
Prove that

6t+r : Ftdt I E(at+rli)[E(Ir4)]-tlr.

(c) Using the final expression of 61"'1 as 6t+r : Ftdt* e,Ar-'I, O.oj:l
that

Er+r = FD$l*Qr- erA;rei.
where Es : El(at-dr)(at-6r)'1, E(VrVl): Q1 and E(IrIi) :6r.
t2l

(d) Consider a simple model

Yt: at lWt,Wt- WN(0,o?,)

@r+l : at *V,% - WN(O, a3)

Show that ?t+t : (1- ar)Y + atYt, where ar : tfu. If E6 is free

of t then find an closed form expression for E in terms of ol and. o2-.

t3l

4(a) Establish whether or not the following function is the acvf of a stationary
process? using the spectral analysis,

(t ifh:0,
I

,, \ | -0.5 if h: 12,1\n):1-o.zs ifh:*8,
I(0, otherwise.

t3l

(b) Determine the acvf of the process whose spectral density is given by

I -2lwlf (wl: _lr. _0.5 < u.r < 0.5.
7l

(c) Let a stationary process {Xr} be given as Xt : Zt + 0.5ZFr
that the spectral density of the process is

.f (ur) : o21t.ZS f cos(2zru)1,

wherc Zt - WN(0,o2).
(d) For any j and /c prove that

i eos(zrtj / n) sin(2n kj /n) : 0.
t=l

a

?

t3l

Show

t2l

t2l

't
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5(a) Let {Xt} ana {yr} be uncorrelated stationary process with spectral dis-

tribution functions F;s(') and Fy('). Show that the process 21:: XliY
is stationary and determine its spectral distribution. [41

(b) Let Xt : Acos(trt/3) + B sin(zrt/3) + Yt, where Yt : Zt * 2.321-1,

Zt - WN(0, o2). It is given that A, B arc uncorrelated random vari-
ables with mean 0 and variance o2 which a,re also uncorrelated with

{21}. Find acvf and the spectral distributions of {Xr}. t6l

n


