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Outline
Basics

● Decision Trees – Two classes of problems
● Boosting
● Flowchart of implementing your own training
● How XGBoost implements trees, boosting, loss function

Intermediate (Linked to our specific problems)

● Overtraining how to deal with it
● Correlated input features
● Unbalanced training data set, weights, negative weights!
● Is the trained model representative of data

Additional + Hands on (maybe in main school)

● Hyperparameters in XGBClassifier and Hyperparameter optimization in a systematic way
● Comparison between XGBoost and GBR, and within a model different loss functions
● Multiclassification
● Semi-parametric regression



Supervised learning 
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Two classes of problems :
classification (e.g. separate sig/bkg: output 1 for sign 0 for bkg)
regression (e.g. energy corrections:output will be a weigh such that (output x Erec)/Egen 
=1)



Decision trees : classification
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Decision trees : regression



Issues with DTs
The variables and the order are chosen on the base of separation.  So if you change the 
training sample you might get different trees.

● Whatever variable is the most discriminating it will influence the rest of the tree
● Decision trees tend to be very sensitive to statistical fluctuations of the training sample 

(noise).
● Decision trees are too unstable to be used safely.

Several aggregation techniques have been developed to improve the performance of the 
DT. (aggregating copies of the same tree)

● The most commonly used is BOOSTING (BDT).
● These techniques can be applied to classification and regression
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A flowchart of one possible implementation



Objective function  

● The objective of training is to find the best parameter 𝜃ij that best fits the training data xi 
and predicts yi 

● obj(𝜃) = L(𝜃) + 𝛺(𝜃)
● L(𝜃) : Loss function; 𝛺(𝜃) : Regularization term
● Choices of ‘L’ : 

○ Mean squared error (MSE)
○ Binary logistic  

● MSE is used for regression where yi is continuous 
● Binary logistic is used for classifier where yi is discrete 
● Regularisation term controls the complexity of the model; helps to avoid overfitting. 
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Difference between random forest & gradient boosting  

● Difference between Random Forest & Gradient Boosting:
○ The main difference between random forest and gradient boosting is how the 

decision trees are created and aggregated. 
○ Random forest builds a decision tree independently. Each decision tree is a predictor 

and their results are aggregated into a single result. 
○ The decision trees in gradient boosting are built additively; one after another. Each 

tree is built to make up the deficiency of previous tree. 
○ Another difference is : in random forest the result of the decision trees are aggregated 

at the end of the process. Gradient boosting aggregates the results of each decision 
tree to calculate the final result. 

○ Gradient boosting generally performs better than random forest, but there may be an 
overfitting issue with gradient boosting.  
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XGBOOST



Supervised learning 

● We use training data xi to predict target variable yi 
● Main mathematical form of  supervised learning:

○ yi = ∑ 𝜃ij xj 
○ A linear combination of the weighted input features 
○ 𝜃ij is called the objective function 

● Objective function consists of two terms 
○ Loss function 
○ Regularization term  
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Decision tree ensembles 

● Model choice of xgboost:     decision tree ensembles 
○ Decision tree ensembles   -->   set of classification and regression trees (CART)

● Tree boosting 
○ The main thing of supervised learning is : define an objective function and optimize it
○
○
○
○ We use an additive strategy here; fix what we have learned and add one new tree at a 

time.  
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bias - variance tradeoff



Decision tree ensemble



Decision tree ensemble



Additive strategy of xgboost  

● Our objective function is : 
○
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Objective function 
● If we consider mean square error (MSE) as loss function:
●
●
●
●
● If we consider logistic loss, then we generally expand it in Taylor series upto second order: 
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